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Enhanced Performance of Consensus Fault-tolerant Schemes for Decentralized Unmanned Autonomous Vehicle System

Naeem Khan*, Aitzaz Ali, and Wasi Ullah

*Electrical Engineering Department, University of Engineering and Technology Peshawar, Bannu Campus, Pakistan

Abstract: This paper addresses schemes for fault detection and isolation in a semi-decentralized environment. Now-a-days, sensor fault and failure are prevalent issues in numerous wireless sensor networks. We propose a few algorithms based on simple phenomenon of data fusion. Initially, a mutual consensus has been built among followers (e.g., Unmanned Autonomous Vehicles in this case) who are tracking a combine target. Having known the followers, relative positions with respect to target, a median is computed by each follower. This median is then shared with immediate and extended neighbours to compare with their estimated values about the same target position. If estimation is beyond the prescribed limits, the follower (sensor) is diagnosed as faulty, otherwise is considered healthy. Three different types of induced faults are discussed here: (i) follower – target or line of communication fault; (ii) follower – follower or communication with neighbour fault; and (iii) simultaneously these two faults. The scenario wherein eight followers are tracking a combine target in circular fashion has been considered to elaborate these faults.

Keywords: Median, FDI, data fusion, sensor faults, target tracking

1. INTRODUCTION

In the modern era the use of sensors is increasing day by day. Sensors are very useful as they measure physical quantities and convert them into signals [1]. These signals are then observed by observers or instruments which can be processed further for controlling purposes. As the world is moving towards autonomy and sensors are the core devices to give the feature any autonomous system, autonomous research is prevailing day by day [2]. However, majority of sensors are electronic devices and are vulnerable to faults and failures. The fault/failures may be because of electronic malfunctioning, manufacturer defect or bad weather condition etc. An important issue of a typical sensor network is to detect and report the locations of targets e.g. Tanks, land mines, etc, in the presence of faulty sensor measurements [3].

The requirements for sensor reliability, availability, and security are growing significantly due to the growing trends towards autonomous system. An effective mean to assure the reliability and security of a sensor is to detect faulty sensors. To avoid system’s failure and smooth operation due to sensor fault, system must handle and accommodate faulty sensors [4]. For example, in modern flight control system, sensor failures may cause severe problems which need to be accurately detected and isolated as soon as possible. Towards this end, various schemes have been presented in [5 - 6] and reference therein for Fault Detection and Isolation (FDI). In this connection, algorithms in Gaussian noisy environments use Kalman filter for estimation [7] or low-pass or high-pass filters [8-9]. A few of them address wireless sensor networks which use Bayesian technique [10], maximum likelihood scheme [7], or voting approaches [8] to observe and remove faulty UAV from the network. In [11], the authors have claimed that under a
mild assumption the proposed decentralized scheme is capable of almost detecting faulty sensors, even if half of the neighboring sensors are faulty. Other addresses wireless sensor networks which use Bayesian technique [10], maximum likelihood scheme [12], voting approaches [13] or residual generation technique [14] to observe and remove faulty UAV from the network. A decentralized technique for fault detection has been proposed [11]. This technique was proved to detect fault(s) under some assumptions in the event bisected UAV are erroneous. Task-oriented consensus algorithm have also been developed and implemented by various scholars including the presented work in the literature [15]. The technique in [9] employs two observations, $d_{lm}(t)$ and $\Delta d_{lm}$ where $d_{lm}(t)$ is the difference between two consecutive readings “$l$” and “$m$” at instant $t$ and $\Delta d_{lm}$ is the change of $d_{lm}(t)$ over a defined time span $\Delta t$. In the event, more than half of the tracking devices $m \in N_i$ are such that their readings are less than allowed brink reading, then the reading “$l$” is decided as acceptable and is subsequently used for diagnosing other sensors as good or faulty. “Although this scheme has claimed to be probabilistically attractive, it is noted that the two measures are not sufficient for detecting a group of faulty sensors all together in a faulty zone. For instance, one can easily consider a situation in which a faulty sensor $l$ has its $m$ neighboring sensors faulty, and therefore $d_{lm}(t) = \Delta d_{lm} = 0$ for a particular time period and diagnosing the faulty sensor as good.”

The current work resolve the above mentioned issue by developing a decentralized, consensus scheme for a generalized network scenario of target and followers, where in target is tracked down by the followers. The proposed scheme guarantees accurate fault detection and isolation if there exists any faulty sensor in the network, thus assuring successful tracking of the target which is the primary objective of the generalized scenario.

2. PROBLEM STATEMENT

The objective of this paper is to track a combine target in a decentralized network while maintaining a specific formation $\mathcal{R}$. When all the sensors are healthy (no fault), the formation may be maintained by just keeping the relative distances constant with respect to target. However, when a sensor/UAV is unable to follow the target due to any abnormal condition, how to track the target and maintain that specific formation $\mathcal{R}$ is the issue address in this paper.

3. PROBLEM SCENARIO

Among the eight (08) follower UAVs, the corresponding target position estimated by $l^{th}$ UAV is denoted by $p_l(t)$. It is assumed that position sensor reading follows Gaussian distribution due to which estimated target position information deviates from the actual target position $p(t)$. The deviation is standard deviation $\sigma$ relative to the actual target position $p(t)$. Each UAV shares its information with all other UAVs (neighbours) within its sensor range. It is because each UAV should act according to the very similar information to keep the predefined formation $\mathcal{R}$ throughout the mission. Let the number of faulty sensors $f$ in the network is less than half of the total sensors in network, i.e., $f < n/2$ where $n$ is the total number of sensors in the network. It is assumed that for the $l^{th}$ UAV to track the target, it must first estimate the target position $a_i(t + \Delta t)$.

Once the $l^{th}$ UAV has this information it can easily change its current position $b_l(t)$ to $b_l(t + \Delta t)$ to maintain the initial formation $\mathcal{R}$ relative to target position by using

$$b_l(t + \Delta t) = a_i(t + \Delta t) + b_l(0) - a_i(0)$$

Where

$b_l(t + \Delta t)$ is $l^{th}$ UAV position at time $t + \Delta t$, $a_i(t + \Delta t)$ is target position at time $t + \Delta t$, $b_l(0)$ is $l^{th}$ UAV initial position at time $t = 0$, and $a_i(0)$ is target initial position at time $t = 0$.

4. PROPOSED ALGORITHMS

The proposed fault tolerant scheme consists of three algorithms:

1. Semi-decentralized data fusion algorithm [11, 16]
2. LOC (Line Of Communication) FDI algorithm [16]
3. CN (Communication with Neighbour) fault detection algorithm.

The LOC is a link between an UAV and target through which the UAV measure target position. On the other side, a CN is a medium two between UAVs through which they share their target position information with each other.

### 4.1 Semi-decentralized Data Fusion Algorithm

The Semi-decentralized data fusion algorithm is employed by each UAV to update target position information and then change its position accordingly. The equation that summarizes Semi-decentralized data fusion algorithm [10] is

\[
a_i(T) = (1-\beta)a_i(T-1) + \sum_{m \in M_i} [c_{im}(T-r)p_m(T-r)]
\]

Where \(a_i\) is estimated target position by \(l^{th}\) UAV, \(b_i\) is \(l^{th}\) UAV position information, \(r\) is the number of links with neighbors, \(p_m\) is \(m^{th}\) UAV sensor information and \(M_i\) is the set of \(l^{th}\) UAV and its \(r\) -neighbors which can be reached from \(l^{th}\) UAV through \(r\) links. The number of faulty sensors \(f\) in the set \(M_i\) must be such that \(f < r/2\) and \(c_{im}\) is [1]

\[
c_{im}(T-r) = \frac{\beta e^{-\gamma} |p_i(T-r) - p_j(T-r)|}{\sum_{m \in M_i} e^{-\gamma} |p_i(T-r) - p_j(T-r)|}
\]

In the above equation, \(\beta\) and \(\gamma\) are constant parameters. Its values are \(0 < \beta < 1\) and \(\gamma > 0\), where \(p_i\) is the median of target position information of the \(l^{th}\) UAV sensor information and its neighbors readings. Initially when sensors are not diagnosed for fault yet, let all the sensors are healthy and non of the sensor is faulty thus making \(r\) equal to 1 i.e. \(r = 1\).

### 4.2 LOC Fault Detection and Isolation Algorithm

The above discussed Semi-decentralized data fusion algorithm is employed by UAV to estimate the target position information, using this information, an UAV estimates its new position and move to that new position but at the same time the LOC (Line Of Communication) fault detection and isolation algorithm also operates in order to detect for faulty sensors in the network and isolate them from the network. This scheme follow two steps: First, it finds the global median of target position from the estimated target position (s) information of the UAVs belonging to the set \(M_i\) over \(l^{th}\) UAV within a fixed tolerance; Secondly, that global median is then propagated to the UAVs belonging to the set \(M_i\) in order to determine faulty UAVs (those UAVs which have discrepancies with the global median beyond the fixed tolerance) and non-faulty UAVs.

In the first step of LOC FDI algorithm, the set of UAVs is \(M_i\) which is used to find the global median of target position information by gathering the target position information from the UAVs of set \(M_i\), must satisfy the condition of \(f < n/2\) i.e. the number of faulty sensors \(f\) in the set \(M_i\) must be less than half of the total sensors \(n\) in that set. It is because one needs \(f + 1\) similar information i.e. \(|p_i - p_m| \leq 2\sigma\) in order to find the correct global median of target position information. If the set \(M_i\) does not satisfy the condition \(f < n/2\) or the set \(M_i\) does not have \(f + 1\) similar information then global median cannot be calculated from that set. In such case, the concept of extended neighbor is utilized i.e. extended neighbors are added to the set \(M_i\) and then global median is computed. In short, any UAV requires at least three similar information in order to find correct global median of target position information.

In the second step of LOC FDI algorithm, the found global median is distributed among the UAVs belonging to the set \(M_i\) to diagnose for faulty and healthier sensors. If the difference \(|G.Med - p_i|\) exceeds \(2\sigma\) the sensor is diagnosed as faulty. Once the sensor is diagnosed as faulty its information is replaced by global median in order to prevent faulty information from entering into the data fusion algorithm thus
assuring that faulty sensors are isolated from the network.

4.3 CN (Communication with Neighbor) Fault Detection Algorithm

Beside semi-decentralized data fusion algorithm and LOC FDI algorithm i.e. CN fault detection algorithm also operates to disclose CN fault in the network. CN fault is a fault in those sensors through which UAVs communicate with its neighbors. If CN fault exists between any two UAVs then these UAVs may not be able to share their target position information and global median information with each other. So detection of such fault is important in order to enhance the accuracy of target tracking network.

(i) Semi-decentralized data fusion algorithm

Determine number of neighbors $r$ for $l^{th}$ UAV, $M'_l$ and $c_{im}(t-(r-1)\Delta t)$ for $m \in M'_l$

- $a_i(t + \Delta t) = (1 - \beta) a_i(t)$
- $+\sum_{mi} c_{im}(t-(r-1)\Delta t)p_m(t-(r-1)\Delta t)$
- $b_i(t + \Delta t) = a_i(t + \Delta t) + a_i(0) + b_i(0)$

(ii) LOC fault detection algorithm.

$\in M|_i = $ set of sensors (UAVs) that have similar information and can be reached from $l^{th}$ UAV.

if

$\in M|_i \geq F + 1$

$G.Med_i = median(\Pi_i)$

While

$\in M|_i < F + 1$

if

$G.Med_m = found$

$G.Med_i = G.Med_m$

else

$\in M|_i = \in M_i \cup \sum_{m \in M'_l} \in M_m$

$G.Med_i = median(\Pi_i)$

if

$|G.Med_i - p_i(t)| > 2\sigma$

$l^{th}$ UAV sensor has LOC fault

else

$l^{th}$ UAV sensor is non-faulty

(iii) LOC fault detection algorithm.

$\in M|_i = $ set of sensors (UAVs) that have similar information and can be reached from $l^{th}$ UAV.

if

$\in M|_i \geq F + 1$

$G.Med_i = median(\Pi_i)$

While

$\in M|_i < F + 1$

if

$G.Med_m = found$

$G.Med_i = G.Med_m$

else

$\in M|_i = \in M_i \cup \sum_{m \in M'_l} \in M_m$

$G.Med_i = median(\Pi_i)$

if

$|G.Med_i - p_i(t)| > 2\sigma$

$l^{th}$ UAV sensor has LOC fault

else

$l^{th}$ UAV sensor is non-faulty

5. SIMULATION RESULTS

The above three tables show the proposed semi-decentralized data fusion algorithm, LOC fault detection algorithm and CN fault detection algorithm respectively.

Fig. 1 represents the general scenario that has been considered to testify the proposed algorithms. In the Figure, the red box at the center represents the target which is tracked by eight UAVs represented by blue boxes. The black lines
Fig. 1. Formation of UAVs to track the target.

Fig. 2. Line of communication faults in UAV 2 and UAV 6.
Fig. 3. Actual target position and estimation of target position by all UAVs.

Fig. 4. Trajectories of target and UAVs (top view).
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Fig. 5. Maximum possible deviation of UVA2 along Y-axis in the presence of LOC fault.

Fig. 6. Maximum possible deviation of UVA6 along Y-axis in the presence of LOC fault.

Fig. 7. Scenario for simultaneous LOC and CN faults.
Fig. 8. Target actual trajectory and trajectories of UAVs for the scenario of Fig. 7.

Fig. 9. Target actual position and target position estimated by each UAV using LOC and CN FDI algorithms simultaneously.
represent LOC links (connecting each UAV with target) through which each UAV senses the target position and track it down. The green lines (among successive UAVs) represent CN links through which each UAV communicate with its neighbor sharing its own target position information. Let the target enters into a bad weather condition zone where UAV 2 and UAV 6 cannot sense the actual target position as shown in Fig. 2. In this scenario, UAV 2 and UAV 6 are unable to track the target, leading to the failure of mission because of faulty sensor’s information about target position. The simulation results are shown for the faulty scenario (double LOC fault). Due to the employment of LOC algorithm, as shown in Fig. 3 that UAV 2 and UAV 6 are still tracking the target in the presence of sensor faults. This is due to the operation of semi-decentralized data fusion algorithm and LOC FDI algorithm which forces both faulty UAVs to track the target, stay confined to the trajectory and maintains the initial distance constant throughout the mission.

It can also be confirmed that the trajectories of UAV 2 (represented by blue line) and UAV 6 (represented by green line) deviates from the exact path at the instant of fault occurrence in the system. Once the fault is diagnosed, the LOC-FDI algorithm causes to remove the reading of faulty UAVs/sensors from computing the global median. Fig. 4 shows a clear picture of trajectories of the target and the follower UAVs claiming that UAV 2 and UAV 4 (represented by red lines) are tracking the target accurately though their sensors cannot sense the target position.

Fig. 5 and 6 show the distances of UAV 6 from the target along X and Y axes increase at the instant of fault occurrence. However, upon diagnosing the fault and employing LOC-FDI algorithm, both the UAVs maintain the initial distance relative to target. Hence, the deviation does not exceed the allowed threshold limit of ±0.15. The deviation results are similar for both UAVs.

Consider another scenario where both LOC and CN faults occur simultaneously as shown below in Fig. 7. The LOC fault exists in UAV 2 and UAV 6 whereas UAV 2 and UAV 3 have CN fault which prevents information flow between them. Since UAV 2 is suffering from LOC fault (and cannot sense the target) and at the same time, it suffers from CN fault, hence it should not be able to track the target accurately. The simulation results in Fig. 8 clearly shows that UAV 2 is unable to track the target accurately as it is suffering from both LOC and CN faults shown by blue line below.

Implementing the proposed LOC and CN-FDI algorithms simultaneously have resulted in superior performance. The affected UAV 2 is tracking the target with better result as shown in Fig. 9.

6. SUMMARY

In this paper, the proposed scheme designed for multi sensor target tracking network comprises of three algorithms: semi-decentralized data fusion algorithm, LOC fault detection and isolation algorithm and CN fault detection and isolation algorithm. The main theme is finding of global median from healthy (non-faulty) sensor readings using semi-decentralized algorithm. This global median is utilized to trace faulty and non-faulty sensors using Line-of-communication FDI algorithm and Communication-with-neighbor FDI algorithm.
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Identification of Factors Affecting Modal Shift in Lahore

Sulaiman Majeed1, *, and Zahara Batool2

1Transport Department, Government of the Punjab, Lahore, Pakistan
2Department of Transportation Engineering, University of Engineering & Technology, Lahore, Pakistan

Abstract: The popularity of Metro Bus System (MBS) on the whole is increasing in different cities of developing countries that are looking for cost effective sustainable mass transit solutions. One such example is Lahore, which is under grave influence of poor urban public transportation system. To improve this, MBS was introduced on one of its busiest corridors from Shahdara to Gajjumatta in 2013. The idea proved to be a great success since it started achieving its objectives i.e. to shift the commuters from their self owned vehicles or para-transit system to a mass transit system. It is very efficient, comfortable and cost effective public transport service. This study aimed at studying the key indicators that influence possible modal shift that can be achieved as a result of extension of MBS from Shahdara to Kala Shah Kaku (KSK). For the rationale to fulfill this research, a road user perception interview survey was conducted in the study area. A Model is developed using binary logistic regression for MBS and Qingqi. The possible modal shift from Qingqi is also studied. It is estimated that 89% of the commuters are willing to shift from Qingqi to the proposed MBS. These potential commuters primarily belonged to lower-middle income group and their mode choice is predominantly influenced by travel time, travel distance and cost. Travel time was found to be the most significant variable. It is suggested that providing mass transit system with low fares and minimum headway may be a great success on this corridor.

Keywords: Metro bus system, binary logistic regression, qingqi, public transport, modal shift, public transport

1. INTRODUCTION

In developing as well as in developed countries of the world improvement of public transport system has become a key concern in transportation planning. In Pakistan, existing condition of Public Transport (PT) is poor mainly in metropolitan city of Lahore and Karachi.

Lahore is Punjab’s provincial capital and the second largest urban centre of Pakistan where 22 percent urban population of Punjab resides [1]. According to the Punjab Development Statistics [2], total number of vehicles registered in Lahore to date is 3.992 million in recent past, a rapid growth in population and vehicle ownership in city has been observed which has resulted into traffic congestion. Only 16% of city’s total trips are made on public transport which is the lowest percentage among all south Asian cities [3].

The introduction of sustainable mass transit system is one of the solutions that reduce traffic congestion and accidents rate. MBS in PT planning is favoured in many Asian developing cities because of its lower investment cost and flexible implementation over rail system [4]. A great deal of research has gone into investigating planning, performance, and operation of Bus Rapid Transit (BRT); however, relatively less has been done to assess whether its introduction has actually had an appreciable effect on transit use [5].

In order to cope with the ever increasing traffic congestion in Lahore city, MBS has been introduced in 2013. According to a few academics and professionals a very formal definition for BRTS is: “Bus transit designed as an integrated system of distinct buses and a separate infrastructure with considerable independence from other traffic,
allowing higher speed, reliability and safety than the Bus Transit System (BTS)” [6]. It has dedicated corridor from Northern suburb of Lahore i.e. Shahdara to south-east direction Gajjumatta. According to Punjab Mass Transit Authority, Shahdara station has highest daily ridership of 25,672. The introduction of MBS has reduced travel time and travel cost for passengers. A large amount of people make trips from nearby cities/villages like Rana Town, Sheikhpura, Muridke, Immania Colony, Kamoki, etc. for work and educational purposes.

As Lahore city is expanding on the Grand Trunk (G.T.) road towards Gujranwala and various residential societies like S.A. Garden etc are now developing on north bound of Shahdara Station towards Muridke. It is now been proposed to extend MBS Lahore to this side of the city, i.e., Shahdara to KSK (study area). This research is initiated with a scope to identify the key parameters that influence commuter’s modal shift from Qingqi to MBS.

2. MATERIALS AND METHODS
An understanding of the attitude and behaviour of commuters is a necessary condition in the creation of an effective transportation system intended to encourage more efficient urban public transportation [7].

For primary data collection, a road user perception survey was conducted at Shahdara Mor and KSK Toll Plaza. The population of the study area was calculated by adding population of all Union Councils that lie in a range of 500 m from the G.T. Road on both sides after extrapolating census population of 1998. A sample of 288 commuters were interviewed using W.G. Cochran method for 95% confidence interval of the estimated population [8]. Each commuter was given seven choice sets where he/she had to select the different current modes of travel along with the option of proposed extended Metro Bus System. The approach of survey conducted in the field is based on Stated Preference (SP) and this lead to the development of model for the proposed extension of Lahore MBS. The survey was scheduled in order to cover the morning, noon and evening peaks.

Binary logistic regression analysis was employed using various attributes and commuter’s preference to estimate the relative importance of the proposed MBS attributes. The methodology utilized is outlined in detail in Ben-Avika and Lerman [9]. Logit models determine the significance of mode choice based on attributes on each individual. This can be expressed as:

\[
P_q (\text{Qingqi to BRTS Mode}) = \frac{e^{U_{\text{Qingqi}}}}{\sum (e^{U_{\text{Qingqi}}} + e^{U_{\text{BRTS}}})}
\]

In order to study travel characteristics of the commuters, questions were asked like total travel time, preferable mode of transport, alternative available modes of transport, cost of the total trip, the total distance travelled etc. For detailed study and analysis, secondary data was also collected from sources included Lahore Urban Transport Master Plan Study by JICA [10].

2.1 Study Area
The study area for this research is adjacent area to proposed corridor for the extension of Lahore MBS from Shahdara to KSK as shown in Fig. 1.

The marked centreline shows proposed extended route’s starting point from Shahdara Mor and ending at KSK. It has typical mixed land use pattern that passes near many industrial and educational Institutions along with KSK Interchange which connects this corridor (G.T. Road) with Motorway M-2. The length is 9 km for proposed corridor.

2.2 Existing Condition of Public Transport
The situation of Public Transport system of Shahdara towards KSK on G.T. road is poor. Lahore Transport Company (LTC) is operating two bus routes B-49 and B-49-A. Ridership of these bus routes was calculated using boarding and alighting survey, starting from Shahdara Mor to KSK Toll Plaza in both directions. The calculated daily ridership was about 4,373 in both directions of this area. The estimated commuter ridership of PT in this stretch was 15,397. Only 31% PT usershavewaiting time less than 5 minutes at bus stops. Due to higher waiting time, the most popular mode of PT is Qingqi/Motorcycle Rickshaw. The
usage of this mode is about 49%. As a result less passengers use LTC buses and other PT modes despite of high potential of PT users in this area. The existing mode of travel of study area is shown in Fig. 2.

2.3 Data Collection
This research covers socio-economic factors that can affect trip characteristics and mode choice decision. Therefore, household type, trip patterns and their characteristics and personal demographics were selected. A deep rooted and intense relationship exists between the socio-economic characteristics and the travel demand of the commuters. For example, study of Surat City, India identified that Income, Gender, Trip Length, Trip Frequency, Travel Time and Travel cost are major factors that cause variation in modal shift behavior of various modes to MBS [11]. In order to determine the potential of modal shift, traffic counts along with PT vehicle boarding and alighting survey were conducted at Shahdara Mor and KSK Interchange for through traffic from Shahdara towards KSK. Further, LTC buses vehicle occupancy survey was done and MBS user perception survey at Shahdara Station of MBS Lahore was conducted. Also PT and private vehicle users were asked about their willingness to shift to MBS if it is extended to KSK.

2.4 Statistical Technique
Binary logistic regression analysis technique is used to develop models in order to study which attributes were significant in predicting the choice of transportation mode. As the willingness to shift to MBS is dichotomous, this approach helps to study about the relationship of independent variables on dependent variables.

The utility equation was developed after the data analysis in SPSS. These equations are developed for various modes including the MBS. Calculated willingness of the commuters to shift from local public transport modes available to the extended proposed MBS corridor was computed for assessing the possible modal shift if the project of proposed MBS extension is executed. Another analysis is done in SPSS to study the impact of trip behaviour / characteristics and different individual on the utility value of a particular mode including the MBS. This study was done using the binary regression model prediction about the change in the public transportation system with reference to the modal sharing are further analyzed by the options selected for choice set by each respondent.

3. RESULTS AND DISCUSSION
Based on the user interview survey in the study area, the results showed that the majority of commuters were male of age between 14 to 30 years. It is important to note that in Pakistan, mostly male members of the household support their families especially in lower and middle income class group of the society.

Children below 14 years make trips on the decision of their parents and it is also difficult to interview them. Therefore they were not considered in the survey. Average Annual Daily Traffic (AADT) was calculated from Traffic counts surveys. These were conducted for three days (one weekend and two weekdays), at Shahdara Mor and KSK Interchange. It was estimated about 11,774 for through traffic from KSK to Shahdara, for through traffic from Shahdara to KSK 14,681 and total through traffic between KSK and Shahdara was estimated 26,455. Out of these 13,113 were Qingqiis. It shows that this mode is the most used mode in the study area. Also 89% of Qingqi users were willing to shift to MBS proposed extension.

3.1 Sample Characteristics
The user perception survey showed that most of the individuals belong to lower middle group having monthly income in the range of Rs. 5000 to Rs. 20,000 per month. Share of such respondents were observed to be around 51 percent from the sample collected using SPSS. Motorcycle is owned by about 35 percent individuals. It clearly shows that this mode is very common and most of the people prefer to use it as compared to other modes.

Majority of the individuals of the study area works in private sector about 48 percent, while the representation of students is second highest about 17 percent. This shows that the commuters travelling on the proposed corridor are mostly either working
in private sector or are students.

When studying the modal split by the trip purpose, for work trips, majority of the people are using Qingqi and only minority group are using private car and auto-rickshaw. For educational trips, the usage of Qingqi is highest again about 46.5%.

Comparing the public transport (auto-rickshaw, Qingqi, mini-bus and bus) users with their household availability, about 66 percent of them can be considered as captive travellers of public transport with no vehicle ownership. As vehicle ownership increases, the chances of using public transport also decrease. The vehicle owned in a household is used by the head of the household in the most of the cases while remaining members rely on the public transport.

3.2 Attitude towards Lahore MBS

A user perception survey was conducted at Shahdara Station of Lahore MBS to assess perception of MBS users. It was found that 83% users were satisfied with punctuality of MBS. About 88.5% agreed that MBS is safe and 65% said that MBS is affordable. Around 39% MBS users prefer MBS over private / conventional PT because of its accessibility. The Fig. 3 shows the attributes which attracted conventional PT / private vehicle users towards MBS.

Further, it was found that 45% passengers use MBS for work trips. About 97% agreed that MBS should be extended to KSK. Around 23.6% and 23.0% are willing to pay an additional fare of Rs. 5 and Rs. 10 respectively in case MBS is extended from Shahdara to KSK.

3.3 Model for Qingqi

Using stated preference approach, user perception interview survey was carried out in the study area. As the commuters state their preference after perceiving cost of travel, travel time and travel comfort etc. The variables used for the binary logistic model are the proposed extended MBS attributes and the current travel choice attributes as given in Table 1.

Table 1. Input variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel Time (TT)</td>
<td>Total travel time for the trip (Walk time to MBS stop + In-vehicle Time)</td>
</tr>
<tr>
<td>Travel Cost (TC)</td>
<td>Total cost of the one way trip</td>
</tr>
<tr>
<td>Trip Length (TL)</td>
<td>Distance from origin to destination for Home work trips or Home Education trips</td>
</tr>
<tr>
<td>Income Group (IG)</td>
<td>Individual Monthly Income</td>
</tr>
<tr>
<td>*Traveler’s Occupation (TO)</td>
<td>Occupation of a person – 0: Dependent, 1: Independent</td>
</tr>
<tr>
<td>ASC</td>
<td>Alternative (Mode) Specific Constant</td>
</tr>
</tbody>
</table>

*Traveler’s occupation consists of two categories; dependent includes students, housewife and jobless while independent includes government job, private job, business and labour.

Table 2. Model results in SPSS.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Estimate (B)</th>
<th>Standard Error (S.E.)</th>
<th>Sig. (Z)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TO</td>
<td>-0.199</td>
<td>0.665</td>
<td>0.764</td>
<td>0.819</td>
</tr>
<tr>
<td>IG</td>
<td>0.000</td>
<td>0.000</td>
<td>0.017</td>
<td>1.000</td>
</tr>
<tr>
<td>TL</td>
<td>0.246</td>
<td>0.119</td>
<td>0.039</td>
<td>1.279</td>
</tr>
<tr>
<td>TT</td>
<td>-0.164</td>
<td>0.049</td>
<td>0.001</td>
<td>0.849</td>
</tr>
<tr>
<td>TC</td>
<td>0.036</td>
<td>0.062</td>
<td>0.558</td>
<td>1.037</td>
</tr>
<tr>
<td>ASC</td>
<td>4.784</td>
<td>1.498</td>
<td>0.001</td>
<td>119.566</td>
</tr>
</tbody>
</table>
Fig. 1. Location map of the proposed extended metro bus corridor.

Fig. 2. Existing mode of travel in study area.
The binary logit analysis was employed to model the attributes and preferences of the commuters through their stated choices. The utility functions, derived out of the choice sets help to observe the relative attractiveness of each alternative, for a given trip. The contribution of each attribute to a utility of an alternative is indicated by the sign of its coefficients. A positive value indicates a positive impact on the utility and opposite applies to negative value. The correlation of various attributes was analyzed in SPSS. Depending upon the value of regression coefficient selection of the attribute/choice set was done for derivation of utility equation.

The inclusion and exclusion of the variables is dependent on their significance test. If the parameter of a variable is giving very low significance test results, they are excluded. Based on this theory various models were developed which are described below.

The utility expression was used to determine the total utility of the MBS in comparison with Qingqi. In this case a high utility value indicates that the commuters preferred the MBS more and thus the MBS will be more attractive to its potential users. On the other hand, a lower Utility value indicates that the commuters preferred the MBS less meaning that the MBS will be less attractive to its potential users i.e. the commuters.

$$U_Q = \beta_0 + (\beta_O \times \text{Occupation}) + (\beta_{MI} \times \text{Monthly Income}) + (\beta_{TL} \times \text{Trip Length}) + (\beta_{TC} \times \text{Travel Cost}) + (\beta_{TT} \times \text{Total Travel Time})$$

Here, $\beta_0$ = Utility parameter for Occupation
$\beta_{MI}$ = Utility Parameter for Monthly Income
$\beta_{TL}$ = Utility Parameter for Distance Travel
$\beta_{TC}$ = Utility Parameter for Travel Cost
$\beta_{TT}$ = Utility Parameter for Travel time

ACS = Alternative Specific Constant

Nagelkerke R-square 0.315
Cox and Snell R-square 0.155

The estimated logit is obtained from the following equation:

$$U_Q = 4.784 - (0.199 \times \text{Occupation}) + (0.246 \times \text{Trip Length}) - (0.164 \times \text{Total Travel Time}) + (0.036 \times \text{Travel Cost})$$

This utility function derived out of the choice sets, helps to assess the relative attractiveness of the option, indicated by the sign of the coefficients of the attributes. Qingqi is the most accessible and cheaper mode of public transport in Pakistan but its design is not proper. This mode is causing noise and air pollution. Also it is involved in majority of accidents in Lahore city. The drivers of Qingqi mostly belong to poor families and uneducated. There is no provision of side mirrors in this mode which is a major flaw.

The models developed of other modes of transportation i.e. bus, auto-rickshaw, car and wagons showed that trip cost is the most significant factor for mode choice. The model for Qingqi shows that the monthly income, travel distance and total travel time are the most significant parameters, in order to encourage the modal shift. The results show that commuters prefer the use of Qingqi as public transport because of its lesser travel time...
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and cheaper cost. Modal shift of this mode can be achieved more than 90% by providing a service like metro bus which has good quality service, lesser travel time and low fares too. In developing countries like Pakistan, commuters prefer cost of travel over time and comfort because of lower household income. However, this pattern is in contrast with developed world where commuters give maximum value to travel time.

4. CONCLUSIONS

The conclusions of this study were as under:

- Most used PT mode in this corridor is motorcycle rickshaw / Qingqi and it has the highest modal shift possibility of 89%.
- Total travel time is found to be the most significant attribute in modal shift to MBS.
- Income of the commuters of study area has no effect on the modal shift as mostly Qingqi users belongs to lower middle income group
- Trip length has a positive coefficient, shows that for longer trips modal shift towards MBS is expected to be higher
- Travel cost has small estimate value as the cost of Qingqi and proposed MBS is same. It doesn’t have much effect on modal shift in the study area.
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Abstract: EXPRESS is a standard graphical documentation for data models. It is a helpful buddy to the EXPRESS dialect for showing element and sort definitions, connections and cardinality. This graphical documentation underpins a subset of the EXPRESS dialect. One of the preferences of utilizing EXPRESS over EXPRESS is that the structure of an information model can be exhibited in a more reasonable way. In software engineering the graphical representation of the software structure is very necessary because understanding of coding is very difficult. Semantic Business Vocabulary Rules (SBVR) specifications many authors have done model to model transformation. SBVR2EXPRESS is also possible. In this study we propose an EXPRESS data model using Natural language. That model manually implements on two case studies and generate the EXPRESS diagram using SBVR rules. That diagram full fills the all software requirement of the Software engineers. Model representation is very helpful to develop large scale of systems like, Aerospace, medical science and other industries where the representation of system working is very important. This work is very helpful to the Data manger and IT managers to represent their organization structure.
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1. INTRODUCTION
The field of exploration and real issues of learning space are exhibited, highlights the tended to research issue, and portrays the examination inspirations and the significant exploration targets. In Data Modeling language Different types of Data Modeling languages have been available, There are two types of Modeling Languages these are textual and graphical. In Textual modeling language is use standard keywords associated by natural language expression and phrases or variables make computer explainable terms. Diagram technique with named symbols are use in Graphical Modeling language to represent concepts and lines that join the arbitrary signs and show the connection between them and various elements represent by using graphical notations. The EXPRESS [2] is an example of a textual modeling language and graphical modeling language. The EXPRESS-G and EXPRESS (International Standard Organization 10303-11) are international standard nonspecific purpose data modeling language [3, 4].

2. RELATED WORK
Ma and Wang [3] focused on the components of EXPRESS representing the data base modeling with possibility distribution and FUZZY sets are extended and integrating such EXPRESS FUZZY data base models. The EXPRESS FUZZY models are mapped to object oriented FUZZY data base by using formal techniques is being presented. The data access standard interface requirements are investigated for functioning the EXPRESS defined information in database [3]. Similar to this work, Zhao and Liu [4] developed a technique which is based on ontology for interoperable meaning and logic of model knowledge. Two languages namely OWL and SWRL for web semantics are used to develop information model of product. They disused
EXPRESS language as traditional language they presented information model of EXPRESS oriented product using representation technique. They introduce the importance of representing technique is configured from EXPRESS to SWRL/OWL [4, 5]. Another similar work was [6] implementation of an EXPRESS model on a database vault, questioned upon and controlled. They introduce a product advancement stage which aids creators to make EXPRESS models, to produce a proportional database composition and to control this mapping. Likewise they can make an introductory EXPRESS model utilizing EXPRESS-G. EXPRESS code is then created and further altering embraced utilizing a particular EXPRESS proofreader. They can likewise imagine the legacy chain of importance of the complete pattern. The EXPRESS pattern is changed over to an article situated database framework and got to by means of a STEP Data Access Interface (SDAI). They portray every segment of the advancement stage furthermore inspect the conceivable improvements. The ISO STEP particulars plan to give a viable means by which item data can be imparted, traded in the middle of utilizations and ventures. EXPRESS is a modeling language inside the STEP particulars and it is utilized to portray item information [6].

Kahn et al. [11] describe a structure for controlling EXPRESS models and the objective is to hold the STEP idea of the direct mapping of a data model to a usage, yet to do as such in a manner that empowers elective execution techniques to be received. In this structure, called STEPWISE, permits the client to point out controls and model changes keeping in mind the end goal to change over models from one structure into an alternate [11]. Similarly, Sukys et al. [12] presented transformation framework to transform questions in structured language SBVR to SPARQL queries for ontologies defined in Web Ontology Language (OWL) 2.0 and supplemented with semantic web rules SWRL. This transformation depends on OWL 2 ontology related with corresponding SBVR vocabulary and rules. They considers a family of transformations and metamodels required for relating ontologies, rules, SPARQL queries and real business data supported by computerized information systems, as well as establishes requirements for harmonizing the coexistence and preserving semantics of these different representations [12].

A process for planning change was presented as a medium for capturing structural and behavioral qualities of a model change [19], that supports layouts which, when instantiated, naturally create proportional formal specification with investigation capacities. They demonstrated with a little illustration, UML Class to Relational Database change, and verification utilizing Alloy, and the improvement of model changes is normally an specially appointed action in MDE. Changes are designing items and can be created in a decently composed manner, in the same way as other programming items, and model change advancement methodology can deliver changes communicated in various styles, change designs can be utilized to strengthen such distinctive properties to be developed.

López-Ortega [14] introduced a system, which is utilized to turn upward the meaning of element and relations of the operation information and to make the acclimating Data Manipulation Language (DML) articulations execute and afterward the mapping tenet of EXPRESS information [14] style to social database, including fundamental information sort, object information sort and legacy, is depicted. The mapping method bantered about can be utilized as a part of all STEP information constructions, and STEP is an item demonstrating approach that considers all the peculiarities of an item, including geometry and hierarchical information [16]. Another technique was developed that was based on ontology for interoperable meaning and logic of model knowledge. Two languages namely OWL and SWRL for web semantics are used to develop information model of product. They disused EXPRESS language as traditional language they presented information model of EXPRESS oriented product using representation technique. They introduce the importance of representing technique is configured from EXPRESS to SWRL/OWL [17]. A methodology was presented for changing business rules (BR) made in regular tongue (Natural Language) [18]. All the related work discussed in this section highlights that there is currently no approach available to generate EXPRESS models from natural language or SBVR text.
3. PRELIMINARIES

3.1 EXPRESS Data Modeling Language

A standard language for modeling material extracted from software products is called EXPRESS and the exchange type of model STEP (10303) standard in ISO is formalized for EXPRESS and the evolved standard is 10303-11. The problem domain representation into EXPRESS model is achieved through different schemas which are used for grouping elements having similar semantic and persistence. The different data types including plain types e.g. String or integer containers e.g. LIST or SET, enumerations and data types defined by users are assisted by EXPRESS language entity types is a key type in EXPRESS language to define the elements and constraints [2].

Information Modeling is a system used to portray and analyze data necessities anticipated that would backing the business structures inside the degree of looking at information systems in affiliations and the technique of data showing incorporates capable data modelers working almost with business accomplices, As well as potential customers of the information structure.

3.2 Semantic Business Vocabulary Rules

SBVR is an openly accessible determination from the Object Management Group [1] expected the premise for a prescribed and documented characteristic dialect revelatory depiction of a complex substance, for example, a commercial, SBVR is prearranged to validate difficult agreeability standards, for example, operational principles for an undertaking, security strategy, standard consistence, or administrative agreeability rules.

3.3 Model Transformation

A model change, in model-driven designing is an automatable method for guaranteeing that a group of models is reliable, in an exact sense which the product architect can characterize and the point of utilizing a model change is to spare exertion and lessen lapses via computerizing the building and adjustment of models where conceivable. A model change may be composed in a broadly useful programming dialect; however specific model change dialects are additionally accessible.

4. USED APPROACH

4.1 SBVR to EXPRESS Transformation Framework

In this framework, we extract the SBVR specifications then find the SBVR elements and describe them individually then implement them on EXPRESS metamodel elements which are finding from EXPRESS metamodel using transformation rules as shown in Fig. 1. Here, the researcher compares both metamodel elements and describe them individually and extract them.

4.2 Semantic Analysis of SBVR Specifications

To distinguish the SBVR vocabulary, semantic part naming is performed and Semantic part marking or topical part marking is a shared methodology utilized as a part of shallow semantic parsing, and the SBVR components, for example, thing

![Fig. 1. SBVR to EXPRESS transformation framework.](image-url)
idea, singular idea, article sort, verb ideas are distinguished from the SBVR data.

4.3 Extracting SBVR Elements

By using the following conservative of mappings are used to extract of SBVR elements is as following:

4.3.1. Extracting Noun Concept

Different methods are used to describe the noun and noun phrases in English language. In old-fashioned syntax, nouns are imparted to be words that mention to individuals, things, places, or immaterial concepts and while up-to-date morphology discover this classification to be challenging because it depend on generic nouns such as objects to exactly define what a noun is, in our community thoughtfull of what nouns are complies to the old-fashioned meaning but In SBVR, the mutual noun phrase (co-actors, actors, recipients, thematic things,) or nouns, are plotted as the object types e.g. employee, tools, chair, etc.

4.3.2. Extracting Individual Concepts

Here, each single type of individual concepts has exactly one unique element, which is the instance of the proper nouns (recipients, co actors, actors and thematic objects) and distinct concept, is plotted to the distinct ideas. In the distinct noun concept ‘Bahawalpur’ is a one instance and it is a specific state in the Punjab of Pakistan. The General concepts, Individual noun concepts, Verb concepts, noun concept and concept type are also defined individual concepts.

4.3.3. Extracting Fact Types

In SBVR fact types (kinds of facts, such as “Employee works for Department”) are explain obligation the subordinate and exploit verbs are characterized as Association, Property, Property association, Partitive verb ideas to building a Fact Types. Examples of fact-based representation of a database schema, the information structure implied

Fig. 2. Output EXPRESS model.
by the database schema can be expressed as a set of fact types and constraints as follows, using the capitalized mix fix notational style described earlier: Types of individuals are Employee, Car, Employee Number, Employee Name and Car Registration Number.

4.3.4. Extracting Characteristics

In SBVR, trademark which is key to comprehension an idea. An idea has an inferred trademark just on the off chance that it takes after by sensible ramifications from some blend of consolidations of attributes by ideas and/or structural standards that the trademark is constantly ascribed to every example of the idea. Furthermore clarify parallel verb idea, unitary thing idea and individual thing idea. Every example of every trademark sort is a trademark. The augmentation of the trademark sort “shading” incorporates the attributes ‘thing is blue’, ‘thing is red’, ‘thing is green” and so forth. The Core package contains all of the generally required modeling elements of EXPRESS, along with some basic metamodel artifacts, and it is the foundation on which all of the other packages are built.

The Core Package is the minimal implementation of the EXPRESS metamodel, and the Core package contains all of the generally required modeling elements of EXPRESS, such as scopes and naming concepts, schemas, data types, entities, attributes, and relationships along with domain constraints. The Core package also includes the abstract classes Expression and Instance, which serve as linking points for detailed models contained in other packages.

4.1.5 Transforming SBVR to EXPRESS

Semantic Business Vocabulary Rules are transformed to the EXPRESS and present the rules of transformation. The all elements of the EXPRESS model is mapped with the elements of SBVR by using rules of transformation and the above section is already discussed the extraction of SBVR specifications which are used in this transformation. The following section describes the transformation method of mapping SBVR elements with element of EXPRESS data models:

4.3.6. Mapping Verb Concepts to Methods

In this section we transform or map verb concepts (action verbs) of the SBVR are related to a noun concept are transformed and Verb concepts map to fact types, each fact type being a set of possible ground facts that can be formulated based on the verb concept and that use reference schemes to identify, for each fact, each thing that fills each role.

4.3.7. Mapping Noun Concept to EXPRESS Class

In the Semantic Business Vocabulary Rule, entirely the Noun Concepts are transformed to EXPRESS classes in an EXPRESS Core Package model. The idea is the importance of a thing or thing expression.

4.3.8. Mapping Individual Concepts to Objects

In this phase transform all individual concepts and its sub elements of Semantic Business Vocabulary Rule to the objects in an EXPRESS Core model and all the general, individual, noun concepts, verb concepts and concept types are mapped to object and with its elements. Individual noun concepts logically map to singleton types of individuals. Each single type of individual has exactly one element, which is the instance of the individual noun concept.

4.3.9 Mapping Definitional Rule to Global Rule

A Schema Element denoting a collection of Named Rules for the interaction of the Extents of one or more Entity Types and It corresponds to the RULE declaration in EXPRESS; Every Global Rule is also an Algorithm Scope and may define Common Elements and Variables.

4.3.10. Mapping Characteristics to Attribute

The concept of SBVR element characteristics is mapped with the element of EXPRESS element Attribute. The characteristic “driver is of age” by this meaning: “the age of the driver is at least the EU-Rent Minimum Driving Age.” In this element dualistic verb concept, unitary noun concept and individual noun concept are also sub elements are mapped with the sub elements of Attribute like. Entity Definition, Inverse attribute, explicit attribute, Derived attribute and Base type.
5. IMPLEMENTATION

Our aim was to define computerized transformations from natural language to an EXPRESS model. In this thesis, we focused on model to model transformation from a SBVR specification to an EXPRESS model and proposed text to model transformations. We made the assumptions that the input SBVR specification is consistent and complete. Our approach was divided into two steps:

- Firstly, extracting SBVR elements. SBVR elements are extracted using NL2SBVR tool [9]; and
- Defining applied Business Rules transformations to the control flow of the identified elements of EXPRESS and top21otentiallyrefinethem.

6. CASE STUDIES

The following case study will help us to generate the EXPRESS data model by using SBVR rules and system requirements:

“A library issues loan items to student. Each student is known as a member and is issued a membership card that shows a unique member number. It is necessary that the membership number and other details on a student must be kept such as a name, address, and date-of-birth. The library is made up of a number of subject sections. Each section is denoted by a classification-mark. A loan item is identified by a bar-code. There are exactly two types of loan items, language tapes, and books. A language tape has a title-language, and level. A book has a title, and author(s). It is a possibility that each student may borrow up to at most 8 items. It is a possibility that each item can be borrowed, reserved or renewed to extend a current loan. When an item is issued the student’s membership-number is scanned via a barcode reader or entered manually. If the membership is still valid and the number of items on loan less than 8, the book barcode is read, either via the barcode reader or entered manually. If the item can be issued (e.g. not reserved) the item is stamped and then issued. The library must support the facility for an item to be searched and for a daily update of records.”

6.1 SBVR Vocabulary Generation

The SBVR specification (output of NL2SBVR tool) was given as input to the SBVR2EXPRESS tool that is an Eclipse plugin implemented in java as a proof of concept. The following text is shown in SBVR Structured English notation [1] that represents each SBVR vocabulary type in predefined different colours. The SBVR specification after extracting SBVR vocabulary is as follows:

“A library issues loan items to each student. Each student is known as a member and is issued a membership card that shows a unique member number. It is necessary that the membership number and other details on a student must be kept such as a name, address, and date-of-birth. The library is made up of a number of subject sections. Each section is denoted by a classification-mark. A loan item is identified by a bar-code. There are exactly two types of loan items, language tapes, and books. A language tape has a title-language, and level. A book has a title, and author(s). It is a possibility that each student may borrow up to at most 8 items. It is a possibility that each item can be borrowed, reserved or renewed to extend a current loan. When an item is issued the student’s membership-number is scanned via a barcode reader or entered manually. If the membership is valid and the number of items on loan less than 8, the book barcode is read, either via the barcode reader or entered manually. It is possibility that if the item can be issued the item is stamped and then issued. It is necessary that the library must support the facility for an item to be searched and for a daily update of records.”

Afterwards, the extracted SBVR vocabulary was mapped to the EXPRESS elements. Following information was extracted in OO analysis phase:

6.2 SBVR Based Software Requirements

For this situation study Library information Management System is an (invented) books library, utilized as a contextual analysis as a part of the SBVR determination. The business prerequisites for Library information Management System incorporate the accompanying:

- Authors wrote different books
- Books have different types
- Different catalogue has record of books
• Each book has account in library
• Each student has account in library
• Librarian searches the records of students and
  books
• Librarian manages the records of students and
  books

6.3 SBVR Rules Generation

SBVR Rule: It is necessary that each student has
exactly one account.

SBVR Rule: It is necessary that each catalogue
includes exactly one book.

SBVR Rule: It is necessary that the Librarian
manage each account

SBVR Rule: It is necessary that each Patron uses
exactly all accounts.

SBVR Rule: It is obligatory that the Book
issuance of a book is at most 2 months.

6.4 Generated EXPRESSES Diagram

EXPRESS generated Library information
Management System diagram is shown in Figure 2

7. EXPERIMENTS & RESULTS

Our assessment strategy is taking into account
three things and technique that are portrayed. For
the evaluation purpose, we have used three metrics:
Precision, Recall and F-Measure.

8. RESULTS AND DISCUSSION

There were seven sentences in the used case study
problem. The largest sentence was composed of
58 words and the smallest sentence contained 18
words. The average length of all sentences is 26.
The major reason to select this case study was
to test our tool with the complex examples. The
correct, incorrect, and missing SBVR elements are
shown in Table 3.

Results of each SBVR element describe in
above Table separately. According to our evaluation
methodology, Table 4 shows sample elements are
54 in which 48 are True 04 are False and 02 are
error SBVR elements. The above table describes
the Recall and precision of examples for generating
EXPRESS data model. In Table 4, the average recall
for SBVR software requirements are premeditated
96.42% while average precision is calculated
93.10%. The normal F-value is figured 84.90%
that is encouraging for introductory analysis. We
can’t hope to measure up our outcomes to whatever
other apparatus as no other device is accessible that
can produce EXPRESS information model using
SBVR.

Table 1. Plotting semantic business vocabulary rules and express metamodel elements.

<table>
<thead>
<tr>
<th>Elements of SBVR Metamodel</th>
<th>mapped to</th>
<th>Elements of EXPRESS Metamodel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Concept</td>
<td>→</td>
<td>Object</td>
</tr>
<tr>
<td>Noun Concept</td>
<td>→</td>
<td>Class</td>
</tr>
<tr>
<td>Verb Concept</td>
<td>→</td>
<td>Methods</td>
</tr>
<tr>
<td>Business Rule</td>
<td>→</td>
<td>Schema</td>
</tr>
<tr>
<td>Definitional Rule</td>
<td>→</td>
<td>Global Rules</td>
</tr>
<tr>
<td>Characteristic</td>
<td>→</td>
<td>Attribute</td>
</tr>
<tr>
<td>Elementary Concepts</td>
<td>→</td>
<td>Base Type</td>
</tr>
<tr>
<td>Constraints</td>
<td>→</td>
<td>Constraints</td>
</tr>
<tr>
<td>PartitiveFactType</td>
<td>→</td>
<td>Generalization</td>
</tr>
<tr>
<td>Associative FactType</td>
<td>→</td>
<td>Association</td>
</tr>
<tr>
<td>CategorizationFactType</td>
<td>→</td>
<td>Aggregation</td>
</tr>
<tr>
<td>Quantification</td>
<td>→</td>
<td>Cardinalities</td>
</tr>
</tbody>
</table>
Table 2. List of Generated SBVR vocabulary.

<table>
<thead>
<tr>
<th>Category</th>
<th>Count</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun Concept</td>
<td>08</td>
<td>Student, library, subject section, section, loan items, language tapes, books, car movement, receiving branch, geographical movement type.</td>
</tr>
<tr>
<td>Verb Concepts</td>
<td>06</td>
<td>Membership, bar code, records, reader, item, records, issued, receiving branch</td>
</tr>
<tr>
<td>Individual Concepts</td>
<td>08</td>
<td>Borrowed, issued, manually, Author, title, searched, car group, movement-id, rental car, movement-id</td>
</tr>
<tr>
<td>Characteristics</td>
<td>03</td>
<td>Renewed served, extend, searched, stamped</td>
</tr>
<tr>
<td>Quantifications</td>
<td>05</td>
<td>Unique, scanned, valid, daily, reader, in-country car movement.</td>
</tr>
<tr>
<td>Constraints</td>
<td>08</td>
<td>Manually, facility, read, title language, membership, tapes, borrowed, one-way car, movement</td>
</tr>
<tr>
<td>Associative Fact Types</td>
<td>06</td>
<td>Section, department, class, catalogue, sending branch.</td>
</tr>
<tr>
<td>Partitive Fact Types</td>
<td>04</td>
<td>Possibility, manually, round-trip car movement</td>
</tr>
<tr>
<td>Categorization Fact Types</td>
<td>06</td>
<td>At most, stamped, record, international car movement</td>
</tr>
</tbody>
</table>

Table 3. Recall and Precision of examples for EXPRESS model from case study.

<table>
<thead>
<tr>
<th>Type/Metrics</th>
<th>N_{example}</th>
<th>N_{true}</th>
<th>N_{false}</th>
<th>N_{error}</th>
<th>Rec%</th>
<th>Prec%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Requirements</td>
<td>54</td>
<td>48</td>
<td>04</td>
<td>02</td>
<td>96.42</td>
<td>93.10</td>
</tr>
</tbody>
</table>

Table 4. Evaluation results.

<table>
<thead>
<tr>
<th>Input</th>
<th>N_{example}</th>
<th>N_{true}</th>
<th>N_{false}</th>
<th>N_{error}</th>
<th>Rec%</th>
<th>Pre%</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>48</td>
<td>40</td>
<td>6</td>
<td>2</td>
<td>84.32</td>
<td>87.28</td>
<td>80.76</td>
</tr>
<tr>
<td>Sample 2</td>
<td>50</td>
<td>45</td>
<td>4</td>
<td>1</td>
<td>83.56</td>
<td>84.41</td>
<td>83.43</td>
</tr>
<tr>
<td>Sample 3</td>
<td>45</td>
<td>35</td>
<td>5</td>
<td>5</td>
<td>84.28</td>
<td>86.50</td>
<td>82.66</td>
</tr>
<tr>
<td>Sample 4</td>
<td>54</td>
<td>48</td>
<td>4</td>
<td>2</td>
<td>85.43</td>
<td>85.84</td>
<td>84.68</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.26</td>
<td>85.98</td>
<td>84.90</td>
</tr>
</tbody>
</table>

9. CONCLUSIONS AND FUTURE WORK

This paper deals with the generation of EXPRESS models from SBVR details to EXPRESS Core Package components. This generation begins with the SBVR parsing and by utilizing ordinary NLP methodologies and second issue of change of SBVR metamodel components to EXPRESS metamodel components was tended to by utilizing model change innovation. SiTra library was utilized with the end goal of the model change. Moreover, the mechanized article arranged investigation of SBVR particulars of programming necessities was finished. The outcomes demonstrate that the displayed methodology is a superior approach when contrasted with the other accessible methodologies. Our tool SBVR2EXPRESS gives a higher exactness when contrasted with other accessible NL-based tools, what’s more better precision,
SBVR has likewise empowered to concentrate OO data, for example, affiliation variety, collections, speculations and occurrences as other NL-based apparatuses can’t process and concentrate this data.

The possible future development of the extracted SBVR elements and transformation to EXPRESS elements is mapping to its graphical representation. In this paper, all work that we have planned were not completed, we transform only a few elements of both metamodels. Mapping of other elements are remaining and we will do it further in future. After the complete transformation it will further helpful and use full in the field of Data modelling and representation of data in graphically with notations. Our focus on the exact and complete model transformation between EXPRESS and SBVR
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Abstract: Drag reduction have always been the most important area of interest for a decade with many advancement in it, there has been continuous research on the flow behavior of wing with different geometric combination. Previous studies suggest that Riblets are 7% effective given that they are made with correct sizing. According to test conducted shows the near same result of drag reduction up to 5%. In the present research CFD techniques were used to analyze the flow pattern, where geometry was changed in addition to Riblets named as add-ins. Pressure effect and corresponding velocity dynamics were studied. Each reformed airfoil was analyzed using CFD techniques. A structured grid mesh was used. Governing equation were identified to model exact behavior and numerical computation was performed using FEA software. Simple algorithm and second order upwind scheme for pressure discretization, second order upwind scheme for momentum and energy was used. Changing geometric shape shifts pressure regions and more control is obtained on lift. Value extraction zone selected is outer cross-sectional area in close approximation to wing profile using commercially available computational package. ∆P at point 0.05 for design 1, 2 and 3 at 0° is 5400 Pa, 7000 Pa and 100 Pa, at 15° on far location is 26000 Pa, 4000 Pa and 8000 Pa where on close location is 35000 Pa, 18000 Pa and 5000 Pa which shows good feasibility for first two designs. Design 1 and 4 ∆P at 0.05 is 500 Pa and 4000 Pa. Singular geometric alteration yields better result than plural, any modification to rear section does not affect the flow separation. By doing these amendments on desired points can increasing fuel economy rate for jets and commercial air planes.

Keywords: Addition of riblets, computational modeling, velocity profile, wing geometry analysis

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Density</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>Vx, Vy, Vz</td>
<td>Velocities</td>
</tr>
<tr>
<td>P</td>
<td>Pressure</td>
</tr>
<tr>
<td>R</td>
<td>General gas constant</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>τij</td>
<td>Stress tensor</td>
</tr>
<tr>
<td>ui</td>
<td>Orthogonal velocities</td>
</tr>
<tr>
<td>µ</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>µe</td>
<td>Effective viscosity</td>
</tr>
<tr>
<td>λe</td>
<td>Second coefficient of viscosity</td>
</tr>
<tr>
<td>μm</td>
<td>Micrometre</td>
</tr>
</tbody>
</table>

1. INTRODUCTION

Riblets are small patches on the surface of wing that makes a turbulent flow unidirectional. Riblet and their ratio effectiveness depends on protrusion size [1, 2]. Micro protrusions have significant effect in friction and viscous drag reduction, it is worth studying that how the flow behavior change if these small protrusion are added to the down side of the wing. V-grooved shaped riblet proved to most efficient [3, 4], study of NACA 0012 showed 4.3% drag reduction [5] while in [6] drag reduction of 4% to 7% on flat surfaces. Sand paper strip was used to give micro structured effect at the leading edge of airfoil NACA 0012 showing adverse effect on velocity [7] like other studies consideration was given to the upper section of airfoil, where amalgamation of riblets and gurney flaps gives no positive result [4, 8]. Since riblets are considered as an auxiliary change to the structure to enhance flow behavior, its transition from laminar to turbulent...
increasing overall efficiency of airfoil, and any structure change in airfoil geometry is ranked on how it effects these variables. The variation in local velocity profile for hairy surface is similar to the surface with riblets [9] as velocity profile passages away from surface reducing skin friction. Numerical drag reductions were not verified by the experimental data [10]. Same hairy like effect was tested based on owl wing surface by using two velvet like surfaces concluded that separation bubble does not depend on the angle of attack and enhances the aerodynamic performance of wing [8]. This phenomena helps birds to fly with best efficiency but cannot be imitative for practical applications. Rice and butter wing effect introduced by Bixler and Bhushan, anisotropic flow leading to low drag was found due to aligned shingle-like scales in butterfly wings and sinusoidal grooves in rice leaf [11]. Same results were found when microstructure inspired by shark-skin is tested [12].

Ribbed coating of polymeric film bonded to the upper and lower surface of wing, lateral and vertical aerodynamics are effected by coating also it proved to have negligible effect on longitudinal aerodynamic moments [13]. Biologically inspired microstructures where are useful but on other hand hard to implement practically on large scale. Experiment by [14] on NACA 0012 airfoil by the use of Miro-Riblet Film (MRF) showed that it decreases the overall height of vortices increasing the drag force on wing. Riblets were found to be as good passive controller in reduction of secondary flow where observed setup had riblets placed in front of wing [15]. Solitary use of riblets becomes ineffective once dirt and weather parameters are introduced into the practical equation [16].

Up to authors’ knowledge recent literature in this area focuses on effect of riblets in upper section of airfoil. In this very research change in airfoil geometry in lower section of wing termed as add-in, is studied, paralleled with normal structure, structure with riblet and with combination of riblet and add-in. Simple yet effective technique of CFD is used to study such geometric changes. Airfoil used for this is of Boeing 737 MIDSPAN cross sectional area. All these simulation are scaled down to one fifty of their original model as most of the parameters estimating the pressure gradient, velocity and turbulence association are all being dimensionless and would not affect the overall result aiding to characterize and identify pressure with change in design, add in contribution to overall behavior, best optimal location for add-in.

Different shapes invokes different behaviors in Riblets [17], Fig. 1 rotating wing about an axis perpendicular to direction of flow and considering rear edge to be origin, as angle of rotation increases more frontal area comes in contact with air which generates vortices to the upper side of wing and if angle escalates wing will reach a condition known as stall where it no longer generates lift and same case can be considered with add-ins.

2. METHODS

2.1. Theoretical Formulation

Laws of conservation of momentum, mass and energy are used to explain the fluid flow behaviors [18]. These are then solved in term of differential equations. Assumptions are to be made in order to solve such equations as laminar flow, one phase existence. Keeping these assumptions the governing equations are:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho V_x)}{\partial x} + \frac{\partial (\rho V_y)}{\partial y} + \frac{\partial (\rho V_z)}{\partial z} = 0
\]

Equation (i) is continuity equation which can be deduced form law of conservation of mass [19]. For
simulation above equation is solved by replacing the rate of change of density ($\rho$) with that of rate of change of pressure (P) according to which density changes with pressure. Equation (ii) specifies this as,

$$\frac{\partial P}{\partial t} = \frac{\partial \rho}{\partial t} \frac{\partial P}{\partial \rho}$$ (ii)

Where P is the pressure. Since air is assumed to be ideal gas, then the evaluation of the derivation of density can be done from the equation of state by equation (iii) as,

$$\rho = \frac{P}{RT} \Rightarrow \frac{\partial \rho}{\partial t} = \frac{1}{RT}$$ (iii)

R and T are gas constant. Air being a Newtonian fluid so the relationship between rate of deformation of fluid and stress can be described by equation (iv) as:

$$\tau_{ij} = -P\delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \delta_{ij} \lambda \frac{\partial u_i}{\partial x_j}$$ (iv)

Where $\tau_{ij}$ is stress tensor, $u_i$ are orthogonal velocities $\mu$ is dynamic viscosity and $\lambda$ is the second coefficient of viscosity. This relationship is simplified after solving and neglecting some term for compressible fluid for x, y and z component respectively we get three equations,

$$\frac{\partial \rho V_x}{\partial t} + \frac{\partial (\rho V_x V_y)}{\partial x} + \frac{\partial (\rho V_x V_z)}{\partial y} + \frac{\partial (\rho V_y V_z)}{\partial y} + \frac{\partial (\rho V_y V_z)}{\partial z}$$

$$= \rho g_y - \frac{\partial \rho}{\partial y} + R_y + \frac{\partial \left( \mu_e \frac{\partial V_y}{\partial x} \right)}{\partial x}$$

$$+ \frac{\partial \left( \mu_e \frac{\partial V_y}{\partial y} \right)}{\partial y} + \frac{\partial \left( \mu_e \frac{\partial V_y}{\partial z} \right)}{\partial z}$$ (vi)

$$\frac{\partial \rho V_z}{\partial t} + \frac{\partial (\rho V_x V_z)}{\partial x} + \frac{\partial (\rho V_x V_y)}{\partial y} + \frac{\partial (\rho V_y V_z)}{\partial z}$$

$$= \rho g_z - \frac{\partial \rho}{\partial z} + R_z + \frac{\partial \left( \mu_e \frac{\partial V_z}{\partial x} \right)}{\partial x}$$

$$+ \frac{\partial \left( \mu_e \frac{\partial V_z}{\partial y} \right)}{\partial y} + \frac{\partial \left( \mu_e \frac{\partial V_z}{\partial z} \right)}{\partial z}$$ (vii)

Where $\mu_e$ is the effective viscosity; in the instant case effective viscosity is the dynamic viscosity.

Energy equation solution is not required as flow behavior is studied. All these equation are used by FEA package to stimulate flow. All the terms for z distribution are neglected due to 2D analysis and other reason for this is that introducing another dimension to the analysis complicates the deduction of flow behavior which is not required.

### 2.2. Modeling Conditions

Fig. 2 shows the cross-section of the geometries with location of riblet and add-in on upper and lower portion of airfoil for all designs, used for the present analysis, and along with it is the mesh produced situation which consist of structural mesh of 77188 nodes and 38129 elements around and on the plane. Domain fifteen times the airfoil form.

![Fig. 2. Wing cross-sections showing different changes (Design 1-4).](image-url)
origin to upper and lower Y axis limit, seven times to front and twenty five times to back, to capture proper flow on leaving regime. Inlet boundary condition of 330m/s, outlet is set to gauge pressure. No slip condition on outer walls of domain. These boundary conditions are being used one by one which change in shape and angle of attack.

2.3. Analysis Factor

Analysis was carried out with simple algorithm and second order upwind scheme for pressure discretization, second order upwind scheme for momentum and energy too. Neglecting atmospheric extreme weather conditions like snow or volcano eruption[16], using air as working fluid with its respective flow properties. Relaxation factors are taken to be default values of pressure 0.3, density 1, body forces 1, momentum 0.7 and turbulent kinetic energy 0.8. Convergence criterion set for 0.001 for continuity, x-momentum and y-momentum. Initial velocity is 330m/s. Boundary condition for pressure is zero gauge.

3. RESULTS AND DISCUSSION

Fig. 3-5, pressure and flow behavior with each profile is different as lift is a force generated by turning a moving fluid. Fig. 3, pressure dispersal around the airfoil is symmetric for 0° with change in angle from 0° to 15° variations starts to occur and force per unit area on the tip increases. Molecules close to surface have little or no motion due to skin friction drag and is same on upper and lower surface in case of 0° at 15° they stay attached to lower surface but separation on molecular layer is observed on upper surface same as in [20], which shows parting from wing surface but molecules remain attached to upper flow boundary forming a smooth layer of flow followed by vortices region. Flow then stabilizes in regime after. Fig. 4, alteration in wing profile on upper surface depicts no significance visual flow pattern modification for 0° in terms of ΔP when compared to not modified wing; however molecule separation from surface layer becomes substantial. Rotated to 15°, pressure uncertainty increases with small pressure bubble area formation at rear section acting as unit area force normal to surface downwards. Nevertheless this rotation shows positive results it also add more momentum to leaving air molecules making them ring around one center forming big vortices on amended region. Formation point of these vortices is tip addition which no longer let the incoming layer over top surface to remain attach and as layer passes tip it starts to separate due to high velocity, where decrease in height of vortices is linked to high drag [14].

Fig. 5, same alteration in design on both surfaces shows symmetrical behavior of flow in terms of pressure and velocity, flow flinches to separate into small layers where particles of air on layer exhibiting coanda effect are collinear with the modified tip. This is the extreme point for flow disturbance and is symmetric to plane parallel to flow and passing through chord length. Comparison of Fig. 3-5, with no change flow behaves in its natural pattern, with change in one side natural pattern on that side is different where unchanged side of that very design
still portrays the old natural behavior. Change on both sides pattern of side amended early simply gets mirrored with same results but now they are on the upper and lower side of the wing. From this study it is deducted that airfoil that follows this mirror characteristics along chord length will produce no or little change when riblet and add-in are used combined. A better understanding of it can be observed by center of pressure (CoP) theory which is used to stabilize any object moving in fluid.

![Fig. 4. Design 2 pressure (top) and velocity (below) Contour at 0° (left) and 15° (right) angle of attack.](image)

![Fig. 5. Design 3 pressure (top) and velocity (below) contour at 0°.](image)

![Fig. 6. Pressure distribution around the airfoil at 0° attack angle.](image)
as CoP changes which change in angle of attack so pattern of flow behavior will change according to it. Aerodynamic force is integration of pressure times surface area, lift and drag are the resolved components of this force, which acts through the center of pressure in flight. Increasing θ from 0° to 15° shifts CoP close to wing tip and thus producing more lift at the tip section. Fig. 3-5, CoP shift is same due to the fact that this protrusion size in practical is in μm so any kind of groove would not affect this transferal, as long as the air foil under study is same.

Fig. 6 shows that the pressure distribution on the nodes close and far on the both upper and lower side of the wings, on x-axis is the distance along which pressure varies. Graphs are generated for different geometric conditions for comparing the results and developing a proper conclusion. Legends show the discrimination between the upper and lower side flow on airfoil. Fig. 6 design 1 upper side riblet causes more disturbance in the flow in term of pressure P and region where -0.2 < x < 0.3, is reverse flow which generates a little vacuum and is the cause of negative values.

3.1. Transverse Flow Assessment of Design 1, 2 and 3

Design 1 represents the tip type cross-section for the riblet on the upper side of the airfoil. Addition of riblet in shapes effects flow and pressure associated with it. Lower section defines the lower portion of wing and upper section defines upper layer close to wing bounding entities. Pressure shifts at upper section in region in between -0.2 to 0.2, having low values as compared to pressure at lower region. Variation in pressure raises the overall lift of wing.

Fig. 6 design 3 is graph between pressure P and distance s. It shows pressure dissemination in simple wing along x-direction, on regions enveloped by it at upper and lower portion on stated cross-section. Zero on x-axis represents tip of wing. Pressure increases as approaching air towards wing influences in region adjacent to wing tip. At tip sudden pressure drop followed by a peak pressure value. Gain in pressure is then reduces as flow enter the later region of wing from 0.05 m to 0.2 m, sliding over wing surface with high velocity. Both upper and lower layer have same curve paradigm.

After comparing designs in Fig. 6 graphs four designs at 0° angle of attack we find that the difference in pressure on the upper and lower side of airfoil is much greater for Design 1 while considering pressure difference at 0 point in graph. Whereas Design 2 pressure is at maximum of 12000 Pa higher than other designs.

Fig. 7 design 3 altered angle of attack to 15 degree with this change pressure elevates to tipple the amount as compared to 0 degree gave the same effect that of use of rough strip at leading edge [7]. Pressure divergence in upper and lower layer close to surface is in relation of low to high respectively. A spike in the negative direction in Fig. 7 design 1 shows a vacuum and reverse flow generation which is also visible on the contour visuals in Fig. 3. It can be seen that lower section of the wings have high pressure on the tip lower side of the wing as compared to upper side, indirect more lift as $P_{\text{lower}} > P_{\text{upper}}$. Fig. 3 design 4, upper close layer and far layer section pressure increases and to the point 0 to 0.05 and then decreases showing the same characteristics like design 1 in the upper section as the geometry is alike as far the lower section design 4 shifting in behavior for region far from cross section with an increase in pressure at the edge of the wing and having lower pressure around regions in close contact with the airfoil showing a 5% increase then design 1 at 0° attack angle.

Three peak values were observed which changes from design 1-3. First two designs have peak values at point 0 with a negative peak value followed by it. Pressure change for design 1 in Fig. 7 does not chart a smooth curve instead an abrupt change occurs along the flow direction generating some low pressure region below gauge pressure value. This phenomena is also observed with design 2 at 15° yet unlike design 1 curve change is not sudden but it first decreases then stabilizes for some distance between point 0 to 0.05 and then it descends again up to 0.1 and goes tends towards stabilizing again, this is the case in lower section of wing. In upper region pressure is in negative as soon as air particles comes in contact with wing tip pressure values decreases indication of vacuum in upper wing section and as the flow leaves the wing it stabilizes joining with the incoming flow from the lower side of the wing. Design 1 and 2 at 15° exhibit
the same behavior but with different flow values. Design 3 in Fig. 7 have symmetric riblet and add-in, with a curve following the same behavior as of preceding graphs, to understand different behavior values taken for design were all positive and close comparison of all the layers showed that both upper layer had low value of 30000 Pa and 41000 Pa at point 0.05 while that of both lower layers had peak values reaching 54000 Pa at same point. Curve flow is abrupt same before graph.

Data values are extracted from the graph to evaluate each design behavior under specific location which is in table 1. Design 1-3 points 0, 0.05 and 0.1 along the flow direction are selected to assess pressure difference. Design 1-3 at point 0 gave pressure value of 4400 Pa, 2500 Pa and 1500 Pa. At point 0.05 it gave 5400 Pa, 7000 Pa and 100 Pa. At 0.1 it had 100 Pa, 200 Pa and 0 Pa. All design have descending pressure values conversely at point 0.05 design 2 displayed an increase in pressure value this was due to alteration made to the foil. Derivative to point 0.1 with same analogy, on basis of this observation design 3 gives poor feasibility then design 1 and 2. With an increase in angle from 0° to 15° pressure values elevated in surrounding regime far from wing surface, at point 0 gave pressure value of 27000 Pa, 32000 Pa and 4000 Pa where at point 0.05 it gave 26000 Pa, 4000 Pa and 8000 Pa and at 0.1 it had 4000 Pa, 18000 Pa and 200 Pa. Comparing those data values design 3 falls under poor feasibility due to low pressure difference in between locations. Regime far from wing surface gave low pressure values when compared to regime that is close to wing surface which are as at point 0 gave pressure value of 32000 Pa, 39000 Pa and 11000 Pa where at point 0.05 it gave 35000 Pa, 18000 Pa and 5000 Pa and at 0.1 it had 2000 Pa, 6000 Pa and 2000 Pa with poor feasibility for design 3 as it had truncated pressure at point 0 when equated with other designs at the same angle.

3.2. Transverse Flow Assessment of Design 1 and 4

Fig. 6, design 4 and design 1 make comparison of simple wing and wing with Add-in on lower side. For this comparison only upper layer close to cross-section and lower layer close to body is considered for Design 4 case to evaluate pressure difference at different points shown in Table 1 and were establish
to be as at point 0 pressure value of 4300 Pa, 6200 Pa where at point 0.05 it gave 500 Pa, 4000 Pa and at 0.1 it had 100 Pa, 100 Pa. Pressure transformation in design 4 is smooth as it does not descends ascends with high gap between values unlikely than design 1 for which values were fluctuating with more gap in between them. Thus, proving design 4 at 0° to be better than design 1.

Graph in Fig. 8 was generated using Xfoil online software to predict the effect of angle of attack on coefficient of lift. Maximum effective value of lift is in range of 15 degrees to 17 degrees. Increasing angle more than that decreases wing efficiency and tilted wing greater than 17 introduces frontal face drag parameter to the equation.

### Table 1. Comparison of airfoil at different angles along with practicability.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Angle of attack</th>
<th>Pressure difference (Pa) at points</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(0 point) (0.05 point) (0.1 point)</td>
<td></td>
</tr>
<tr>
<td>Design 1</td>
<td>0°</td>
<td>4400 5400 100</td>
<td>Good</td>
</tr>
<tr>
<td>Design 2</td>
<td>0°</td>
<td>2500 7000 200</td>
<td>Good</td>
</tr>
<tr>
<td>Design 3</td>
<td>0°</td>
<td>1500 100 0</td>
<td>Poor</td>
</tr>
</tbody>
</table>

**Pressure Difference on Surrounding Regime far from Wing Surface**

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Angle of attack</th>
<th>Pressure difference (Pa) at points</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(0 point) (0.05 point) (0.1 point)</td>
<td></td>
</tr>
<tr>
<td>Design 1</td>
<td>15°</td>
<td>27000 26000 4000</td>
<td>Good</td>
</tr>
<tr>
<td>Design 2</td>
<td>15°</td>
<td>32000 4000 18000</td>
<td>Good</td>
</tr>
<tr>
<td>Design 3</td>
<td>15°</td>
<td>4000 8000 200</td>
<td>Poor</td>
</tr>
</tbody>
</table>

**Pressure Difference on Surrounding Regime close to Wing Surface**

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Angle of attack</th>
<th>Pressure difference (Pa) at points</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(0 point) (0.05 point) (0.1 point)</td>
<td></td>
</tr>
<tr>
<td>Design 1</td>
<td>15°</td>
<td>32000 35000 2000</td>
<td>Good</td>
</tr>
<tr>
<td>Design 2</td>
<td>15°</td>
<td>39000 18000 6000</td>
<td>Good</td>
</tr>
<tr>
<td>Design 3</td>
<td>15°</td>
<td>11000 5000 2000</td>
<td>Poor</td>
</tr>
</tbody>
</table>

**Pressure Difference on Upper Layer close to Cross-section and Lower Layer close to Body**

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Angle of attack</th>
<th>Pressure difference (Pa) at points</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(0 point) (0.05 point) (0.1 point)</td>
<td></td>
</tr>
<tr>
<td>Design 1</td>
<td>0°</td>
<td>4300 500 100</td>
<td>Good</td>
</tr>
<tr>
<td>Design 4</td>
<td>0°</td>
<td>6200 4000 100</td>
<td>Better than Design 1</td>
</tr>
</tbody>
</table>

### 4. CONCLUSIONS

Four different alterations were done to airfoil in term of geometric point of view; each reformed airfoil was analyzed using CFD techniques. A structured grid mesh was used as it gives more stable result instead of hybrid or tetrahedral mesh topology. Flow behavior of air molecules were studied when subjected to different design changes along with attack angle change from 0° to 15°rotating wing about an axis perpendicular to direction of flow and considering rear edge to be origin. Coanda effect, stall condition, pressure distribution, air molecule flow behavior with first initial contact till final, wing design optimization and its effect of likelihood with-in the designs under study were premeditated. Each design was compared on the basis of pressure values covering the airfoil surrounding regime.
Changing conventional wing sections into new ones changes the flow pattern, but as for the sake of observation protrusion were kept to big size, which different changes Coanda effect and stall properties can be controlled and Riblets along with add-in have proven to be valuable to study such cases. Concept of CAM for riblet manufacturing which can be instigated to the add-in segment.

It is concluded that, theoretically add-in was a good approach in seeking better aerodynamic results but practically they could be of problem in extreme weather conditions like snow or volcano eruption where ash or small particles can get stuck in to these small protrusions. which is rare event like bird strike and were excluded being a rare parameter from analysis but an enhance mechanical system needs to be devised which can control the patching when it is needed to overcome such problems. Table 1singular design change was feasibly good as paralleled to plural alteration. V-grooved shaped riblet of 100μm in height when tested for turbine wing design showed an improvement of 6% alike shape is integrated for our study and found near analogous result. Where it is seen that when add-in is introduced near the tail, decreases the overall pressure directly effecting efficiency. Table 1comparison show wing with add-in (square) better than simple wing with point 0 pressure value of 4300 Pa, 6200 Pa where at point 0.05 it gave 500 Pa, 4000 Pa and at 0.1 it had 100 Pa, 100 Pa. Hence, this shows that additional geometric changes make positive effect in some cases given that they are made on specific location like in front section or rear section. More work needs to be done in respect to study 3D cases of such problems; a practically good solution can lead to better fuel efficiency.
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Abstract: Amongst the diverse range of available biometric systems, hand based security system is considered as the oldest one. This paper focuses on dealing with high resolution images obtained from the HP scanner. The main advantage associated with this work is the ability to utilize the normal scanner for palm as well as for fingerprint acquisition so that the high cost associated with the palm and fingerprint scanner can be reduced. The proposed method is of significant importance since single image of hand is used to extract both the hand-shape and palm print. A robust methodology, based on fusion of contour and the texture approach has been proposed. To capture the contour of the hand, B-Spline curve has been used. Whereas, for the texture based approach Fourier transform followed by edge detectors has been employed. In order to attain the better accuracy of detection, HOG (Histogram of Oriented Gradients) descriptor is used for feature extraction.
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1. INTRODUCTION

Personal authentication has gained much importance in the current information systems, including access control in confidential areas, electronic payments, securing computer’s or smart phone’s data, etc. Amongst the other developed systems, biometrics has played a vital role for the security purposes [1]. The commonly measured traits are fingerprints, hand shape, gait, palm-print, face, voice, etc. Amongst the other existing biometrics, human hand is considered as the oldest technology [2] and it has gained researcher’s attention because of its permanence, uniqueness and reliability [3]. Palm print, hand vein, knuckle point, fingerprint and hand geometry are usually extracted from hand. These features are reliable and stable throughout the life span, after a person reaches his adulthood [4]. At this time, mostly the acquisition devices are working on low resolution and some of them use pegs or guidance peripherals for the image acquisition [5, 6].

Most of the previous work in this field has been done on the low resolution images. This paper focuses on dealing with high resolution images obtained from the HP scanner. Thus, cutting off high cost associated with the palm scanners. This paper proposes a novel approach to segment out the whole hand into palm and fingers without extracting any landmark points or using pegs.

The several steps involved in the development of proposed method are as follows: First, utilize the hp scanner for hand scanning. Secondly, in order to deal with different posture of hand, it was decomposed into palm and fingers. Third, the landmark points were avoided because the finger valleys are not reliable for different poses of hand. Finally, instead of traditional approaches...
used for the representation of hand geometry using geometrical measurements, geometry of all parts of a hand like palm and the fingers are represented separately. With the intentions of avoiding the touching of the fingers, users should stretch their hand slightly during scanning.

2. RELATED WORK

In literature, many approaches have been proposed for the palm-print and fingerprint recognition purposes. Early studies employed the peg based systems to provide assistance for the placement of user’s hand [7, 8]. It is not user friendly as well as unreliable since pegs can deform the image severely. Mostly palm-print databases were background restricted [5]. Jain et al. [9] and Oden et al. [10] used hand image taken at low resolution as well as the pegs to restrict the movement of hand. The obtained results were quite promising. Recently proposed contact-less palm-print systems have used monotone dark backgrounds to avoid the segmentation [11]. Palm segmentation plays a vital role in system’s performance, since better segmentation results can lead to better selection of region of interest (ROI) thus, increases the recognition rates [12]. Neves et al. [13] presented a biometric identification technique using palm image. Through the identification of human palm using the textural and geometrical data obtained from the Local Binary Pattern (LBP) method, a Palm-Print Authentication System (PPAS) was implemented, the approach was tested on 50 images and the results were quite effective. Afsal et al. [14] used the fuzzy entropy to calculate the maximum uncertainty in the information. It uses fuzzy function to extract the maximum possible information from the palm images, since it is full of uncertainties.

Using detection techniques based on skin color, segmentation can’t be done in cluttered environment because of same chrominance values. Multimodal systems have attracted the attention of the researchers. Recently [1, 15-17], have developed some techniques for the implementation of multimodal systems. Zhu et al. [18] proposed a multi-modal system based on palm-print, knuckle point, finger geometry, and features by fusing them at decision stage to enhance the efficiency of the matching module along with the accuracy of recognition. G. Amayeh et al. [19] segmented the hand using a tough, iterative procedure by utilizing the morphological operators. They employed Zernike moments for the representation of the geometry of each segmented part. Afterwards, the hand image is separated into 6 sections i.e. palm and the finger’s region. Higher order Zernike moments are used for the representation of geometry of all parts of hand. Feature extraction using the landmarks has been very successful but it needs a reference image for comparison of detected landmarks with the reference landmarks [20]. Some researchers employed Component-based approach using region descriptors comprises of high order Zernike moments for hand-based verification and identification [21] to improve efficiency and speed, along with the ease of use. Wu et al. [22] used hierarchical method to develop the feature vectors taken from centroids of various areas of hand. The quality of hand image was not so satisfactory and it was affected by the illumination device which can also affect the accuracy of the system.

Geometric metrics like length, width, Euclidean, and weighted Euclidean have been used for the feature extraction, but these methods are not so efficient because they are more prone to errors [23]. Rahman et al. [24] proposed a new hand approach based on the geometry, using Distance-based Nearest Neighbor (DBNN) algorithm and the Complete Graph Theory (CGT). Han et al. used the NIR camera and NIR LEDs in which segmentation is considered as a part of hardware [25]. Wang [26] implemented a technique using both hand-tracking and gesture recognition on FGPA using combination of YCbCr color space and region growing algorithms, including morphological operations for the noise removal. Another novel approach based on scattering wavelet transform (SWT) was proposed by Saranraj et al. [27]. They extracted the discriminative features from the palm image that were considered most useful in the matching process, then simple Euclidean distance based matching was employed.

Comparing the methods of visible light with the approaches using infrared light [28], the results show that the latter performs well. The method
employed by Morales et al. [28] improved the performance of image acquiring device, but it raises another flaw in it. They used a template of palm to assist the users in placing their hand on the image acquisition device; it reduces the flexibility of hand along with the practical application of hand based verification system.

Kumar et al. [29] used the combination of palm print and the hand shape signature to develop a peg free recognition system, but their computational cost was quite high. An ordinary flat-bed scanner was used for the image acquisition, user could place its hand freely and naturally on the scanner. Amayeh et al. [30] developed an approach by employing a simple lighting table and a VGA (video graphics array) resolution CCD camera, without involving pegs. The camera was directed perpendicular to the direction of the table. It produces a binary, noise and shadow free image of hand. Sato et al. [31] pointed out the problem of extraction of the exact palm-region from the images with large deformation, using a contact-less palm recognition method. They proposed a system using 3D measurements with diffraction grating laser. Aishwarya et al. [32] presented a novel system that detects the bio-metric traits utilizing the liveness detection method and the weber’s local descriptor algorithm; thus reducing the spoofing methods, simply employing the Euclidean distance formula both false acceptance and false rejection rates are reduced.

The paper proceeds as: the image acquisition device and pre-processing steps are discussed in section 3. Then section 4 analyzes the active approach suggested in the paper, by proposing a robust approach comprises of the fusion of geometrical features and the texture of hand. In section 5, the extraction method for palm and fingers is described. Section 6 includes the presentation of the results on the new hand database along with its comparison with other existing techniques. In the end, section 7 concludes the paper with a brief dialogue along with the suggested future work.

3. IMAGE ACQUISITION AND PRE-PROCESSING
To confirm the validity and efficiency of the proposed technique, a new database has been developed. For this purpose, a normal high resolution scanner has been used as shown in Fig. 1. Images at the resolution of 1200 ppi have been taken from this device. Images are captured by placing the hand on the scanner with the fingers stretched. No guidance assembly like pegs is used to restrict the placement of hand on the device. Size of images obtained at the resolution of 1200 ppi (pixels per inch) is 7,000 × 6000 pixels.

Some samples of hand captured from the high resolution hp scanner are given in Fig. 2. Since, the imaging is peg free, thus, it is accepted by the public easily. To decrease the computational cost of the system the size of the image is reduced to 1800 × 1300 pixels and later on, restored to its original value.

Pre-Processing
Images taken from the scanner need some preprocessing steps to make them more feasible for use. First, the images are converted into grey scale by Eq. (1) [18].

\[
G_{\text{row, col}} = 0.587 \times C_{\text{green}} \text{(row, col)} + 0.299 \\
+ 0.114 \times C_{\text{blue}} \text{(row, col)}
\]

where \(C_{\text{green}} \text{(row, col)}\), \(C_{\text{red}} \text{(row, col)}\), and \(C_{\text{blue}} \text{(row, col)}\) are used to show the color constituents of green, red, and blue, respectively.

In order to enhance the contrast of the images, contrast stretching is used. The equation governing this process is given in Eq. (2).

\[
I_{\text{norm}} = \frac{(I - I_{\text{min}}) \times (I_{\text{newmax}} - I_{\text{newmin}})}{I_{\text{max}} - I_{\text{min}}} + I_{\text{newmin}}
\]

4. PROPOSED WORK
A segmentation algorithm has been proposed here, that can extract as well as utilize the palm-print and fingerprint at the same time. Segmentation of hand
into its different regions can be made robust by sensing the landmarks on the silhouette of hand, but this approach is more susceptible to errors. Thus the overall efficiency of the system is reduced. The proposed methodology is given in Fig. 3.

4.1 Texture Based Approach

Texture based approach is implied to separate out the background from the hand image. It involves the following steps: First, the Fourier transform of enhanced image is calculated. It helps in determining the frequency components of image. Through visual inspection, it is found that there exists a certain band of frequencies which correspond to the desired part of the image. Therefore, Gaussian Band-pass filter has been applied on the transformed images to extract the band of frequencies which are suitable for the enhancement of image. It helps in making the outer boundary of the hand noticeable by removing the undesirable frequency components from it.

Since the image is 2D so there is a need to use the two 1D Gaussian functions, as given by Eq. (3).

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}}
\]  

(3)

Afterwards, there is a need of a threshold value, that can be used effectively and efficiently to separate the desired area from the background.

In order to get the adaptive threshold value for the pixels of the image that are outside the hand silhouette i.e. the background pixels, an analysis is performed. Since in the generalized automatic system, it is required to extract the region of interest from a huge number of databases. The value of the threshold relies upon the intensity values of all pixels, and then the best value is chosen as the threshold. For this purpose many techniques have been used like histogram. But Otsu’s [33] method for threshold has proven itself a good candidate for the choice of a threshold value. Since this method assumes that the image belongs to two pixel classes i.e. foreground and the background, it computes the best threshold value that separates the two classes such that their intra-class variance is insignificant. The pseudo code for Otsu’s method for threshold is

![Fig. 3. Proposed algorithm for palm-print and fingerprint segmentation.](image-url)
given in Table 1.

**Table 1.** Otsu algorithm for thresholding.

<table>
<thead>
<tr>
<th>Otsu’s Algorithm Pseudo code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Compute the histogram and the pixel counts for each level of intensity.</td>
</tr>
<tr>
<td>2. Initialize ( \omega_i ) and ( \mu_i )</td>
</tr>
<tr>
<td>3. Go through all possible thresholds ( T = [0, 255] ).</td>
</tr>
<tr>
<td>4. Update ( \omega_i ) and ( \mu_i )</td>
</tr>
<tr>
<td>5. Compute ( \sigma^2_i(T) = \omega_1(T) \cdot \omega_2(T) \cdot [\mu_1(T) - \mu_2(T)]^2 )</td>
</tr>
<tr>
<td>6. Required value of threshold is the maximum value of ( \sigma^2_i(T) ).</td>
</tr>
</tbody>
</table>

\( \omega_i(T) \) = Number of pixels in class \( i \)  
\( \mu_i(T) \) = Mean pixel intensity in class \( i \)  
\( \sigma^2_i(T) \) = Inter class variance

After making the choice of the threshold value, sobel edge detection operator is convolved with filtered image (that contains the certain band of frequencies) to obtain the hand response in horizontal, vertical and diagonal directions, shown in Eq. (4). The edges obtained from it generally correspond to the wrinkles and shape of the hand. To eliminate the little bogus borders from the background of the hand silhouette, the edged image needs smoothening.

\[
G_{bar} = \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{bmatrix}, \quad G_{vert} = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix},
\]

\[
G_{dia, pos} = \begin{bmatrix} 0 & 1 & 2 \\ -1 & 0 & 1 \\ -2 & -1 & 0 \end{bmatrix}, \quad G_{dia, neg} = \begin{bmatrix} -2 & -1 & 0 \\ -1 & 0 & 1 \\ 0 & 1 & 2 \end{bmatrix}\tag{4}
\]

where \( G_{dia, pos} \) and \( G_{dia, neg} \) are at -45 and +45 respectively. To remove the unwanted edges and the borders from the image, morphological operations like erosion, dilation, opening and thinning with structuring element given in Fig. 4 are applied to provide the best solution. They remove the spurious objects as well as fill the gaps present in the image.

![Fig. 4. Structuring element used for morphological operations.](image)

**4.2 Geometric Based Approach**

Although threshold value selected from Otsu’s method is giving satisfactory results but for some images, it is unable to find all parts of hand. Figure 5 shows the resultant image after applying the threshold and the morphological operators, some fingers are not segmented correctly due to the similarity of their pixel values with the background. Hence, use of Snakes as an active contour model has been introduced to extract the silhouette of hand. Therefore, remaining parts of the hand can be filled accurately. This method encompasses two stages, namely, Snake based Background Removal (SBR) and Snake based Hand Localization (SHL). SBR is employed to remove the background from the image whereas SHL is used for the localization of hand silhouette.

Generally, the basic goal of most active-contour algorithms is the extraction of a homogeneous region in an image, whilst the goal of most anisotropic-diffusion algorithms is the smoothening of the values within the homogeneous region, not across the boundaries. The most widely used mathematical models addressing both goals...
is of Mumford and Shah [34-35], they proposed a variation problem of minimizing a function that includes a piece-wise smooth model of an image. The proposed function incorporated a geometric term, penalizing the Hausdorff measure of a set in which certain discontinuities would be acceptable.

The basic concept behind the evolution of active contours is to reduce the difficulty encountered during the adjustment of a contour while using the explicit representations, for example, chain codes. Since, these explicit representations don’t provide the susceptible computational manipulations results, therefore active contours (in two-dimensional space) has been defined in the form of rectangular mask, to get the required contour, in this case its hand. This approach helps in the segmentation of those images having homogeneous but statistically different foreground and backgrounds. The active contour $C_i$ is defined by Eq. (5).

$$C_i = \{ (r,c) \in \mathbb{R}^2 \mid \Phi(r,c) = 0 \}$$

where, $\Phi$ defines a scalar field when the level set of active contours is zero. After initializing the contour, $C_i$ ceases to modify itself. In this way, the difficulty of adjusting $C_i$ to the data input (here, it is the hand image) stops to modify $\Phi$, so there is a need to define the Signed Distance Function (SDF) for $\Phi$ which assigns negative sign to $\Phi$ when the mask is in the inner side of the contour as shown in Eq. (6):

$$\Phi(r,c) = (-1)^{\text{int}(C_i)} \min \left\| (r,c) - (r',c') \right\|$$

where $\text{int}(C_i)$ shows the interior of the contour and $\| \|$ is the sign function. Hence, it becomes as Eq. (7)

$$\Phi(r,c) < 0 \iff (r,c) \in \text{int}(C_i)$$

Active contours, without edges have been implemented in this paper, proposed in [36]. It is constructed by using the curve evolution techniques, segmentation function of Mumford and Shah [34-35] technique and the level sets. It has ability to detect those objects which doesn’t contain the strong gradient at the boundaries. It has the advantage that the problem of minimal partition in the formulation of level set becomes the mean curvature flow problem. Thus, stops the evolution of contour at the desired edge. Another advantage of this approach is that the initialization of initial curve doesn’t affect the efficiency and it automatically detects the interior contour.

Active contours integrates the information of local-adaptive neighborhood image with the help of adapted spatial morphological opening and closing operations utilizing general neighborhood structuring elements. Incorporation of the general adaptation in local-neighborhood information resulted in the robustness of active contours model to the non-uniformity. It also helps in the solution of the minimized energy function through morphological approximations, thus increasing the stability and the contour evolution speed. Consequently, a general spatially adapted information combining morphological active contours without edges are generalized, i.e., prone to non-uniformity and noise and there is no need of re-initialization. The resultant images after the application of active contours are shown in Fig. 6.

4.3 Fusion Process

Similar to the texture based approach, geometric based approach is susceptible to some errors, like the fingers are not completely segmented from the hand and also the finger tips are not segmented correctly. Therefore, there is a need to fuse the results obtained from the region based and the geometrical features. The fusion is done by using the logical OR operator using Eq. (8).

$$I_{fusion} = I_{texture} \| I_{geometrical}$$

It helps in combining the both results. The resultant fused image is given in Fig. 7. A robust methodology is needed to separate the palm and the fingers from the hand image.

4.4 Hand Classification

Hand can be classified as left or right by extracting four points from it. All of the extracted points are the tips of fingers. An algorithm described in section 5.2 can be used for the determination of correct peak points. The proposed system is quite flexible since it allows the user to use both hands. The detected hands can be stored separately in the database which reduces the searching database to
half, thus speeds up the recognition process. Fig. 8 shows the fingertips of left and right hand.

Eqs. (9) and (10) are used for the classification of hand.

Left hand determination:
\[ x_1 > x_2 \land n d x_1 > x_3 \land n d x_1 > x_4 \land n d x_1 > x_5 \land n d x_1 \]
\[ > x_5 \land n d y_1 < y_2 \land n d y_1 < y_3 \land n d y_1 < y_4 \land n d y_1 < y_5 \]
\[ < y_4 \land n d y_1 < y_5 \]  \hspace{1cm} (9)

Right hand determination:
\[ x_5 > x_1 \land n d x_5 > x_2 \land n d x_5 > x_3 \land n d x_5 > x_4 \land n d x_5 \]
\[ > x_4 \land n d y_5 > y_1 \land n d y_5 > y_2 \land n d y_5 > y_3 \land n d y_5 > y_4 \]
\[ > y_3 \land n d y_5 > y_4 \]  \hspace{1cm} (10)

where, \( x_1 \) to \( x_5 \) are the horizontal coordinates and \( y_1 \) to \( y_5 \) are the vertical coordinates of the fingertips.

5. PALM & FINGERS SEGMENTATION USING PROPOSED ALGORITHM

5.1 Palm Segmentation

Palm is the source of abundant information and the complex part of hand. Mostly researchers have used the algorithm which searches for the maximum inscribed circle in the whole image and then by drawing the rectangle around that circle the palm region is separated [18]. Although this is an effective method for the palm detection, but this approach has a drawback associated with it, that it is much time consuming. Since the circle modifies itself again and again it raises the computational cost of the overall system. Therefore, with the propose
method for improving the processing speed of the algorithm, the palm is segmented from the whole hand by detecting the largest finger valley point. The valley points are calculated using Eq. 11.

\[ v_k = \arg \min (||\zeta - h_c||) \]  

(11)

where, \( \zeta = c(f_n, f_{n+1}) \) is the portion of edge from finger-tip \( f_n \) and \( f_{n+1} \), with \( n = \{l, r, m, L\} \) that means little, ring, middle and index finger and \( h_c \) is the contour of hand [37]. The palm extracted from the image along with the bounded box is shown in Fig. 9.

5.2 Fingers Segmentation

After separating the palm region from the whole hand, the remaining part of the image comprises of fingers. There is a need to separate these fingers from each other. Thumb can be easily separated from the other four fingers as it is not connected to any of them. Thumb is removed from the image by assigning it a different label and then separating that particular label from the image. The separation of other four fingers from each other is a tricky job. For that purpose again finger valley points have been searched throughout the image. The valley point is the area where the \( y \) coordinate of the image first decreases and then increases in its magnitude. The approach used here for locating the valley points is to find the minimum sum in the vertical direction and then on that particular column a search window of 100 pixels is employed. It searches for the exact valley point by starting from the \( x \)-100 coordinate to \( x+100 \). If the searched area has the property that the \( y \) coordinate first decreases then increases the inflexion point is chosen as the valley point. The required point can be found easily and accurately because the segmented image with sharp edges has been improved by the morphological operators. Finally, on the basis of these valley points the fingers are separated from each other. The image after the removal of palm is given in Fig. 10 (a) and

![Fig. 8. Right and left hand fingertips.](image1)

![Fig. 9. Palm segmentation: (a) Pre-processed image; (b) Extracted palm; (c) Segmented palm from pre-processed image; (d) Bounded box of palm.](image2)
the search process examples are displayed in the Fig. 10 (b) and (c). Figure 11 shows the segmented fingers using proposed method.

Afterwards, there is a need to tag these fingers i.e. thumb, middle, ring, index and little finger. To do this, geometrical features of fingers must be calculated. These features can be length, width, and variance of width, orientation, variance of orientation and the angular distance amongst the fingers. The better the features, the better will be the classification.

5.3 Feature Extraction

Feature extraction involves the process of extracting the features detail from the image. The geometrical features of hand include finger length, area, curvature, thickness, and width. The Histograms of oriented Gradient (HoG) is an alternative method to encrypt the image to find visual descriptor’s vector. The examples are Lowe’s SIFT [38], Dalal and Triggs’ HoG [39], Berg’s geometric blur and shape context [40], and Riesenhuber and Poggio’s C1 [41]. Histogram of Gradients feature (HoG) parameters are much more appropriate then the SIFT feature, for generic object identification. HoG consists of the Scale Invariant Feature Transform (SIFT). It uses the orientations and the magnitude of gradients around the critical locations to compute the histogram of these points. It is defined as a weighted histogram in which each bin of histogram assembles the sum from the gradient points of the particular location having the particular orientation. The image gradient is computed using 1D discrete derivative kernel in both the vertical and the horizontal directions, the kernels are given in Eq. 12. [39].

\[ [-1 \ 0 \ 1] \text{and } [-1 \ 0 \ 1]^T \]  

(12)

The magnitude and the corresponding orientation of each pixel is given in Eq. 13 and Eq. 14.

\[ g_{mag}(x,y) = \sqrt{g_x^2(x,y) + g_y^2(x,y)} \]  

(13)

\[ \theta(x,y) = \tan^{-1}\left(\frac{g_y(x,y)}{g_x(x,y)}\right) + \frac{\pi}{2} \]  

(14)
where $g_y(x, y)$ and $g_x(x, y)$ are gradient values in the vertical and the horizontal direction, respectively. The total numeral of bins present in the histogram of image are used for the quantization of orientations (nine orientations in this case).

The cells are grouped into blocks to normalize the strength against various contrast and illumination. These blocks overlap with one another, thus each bin is contributing its orientation more than once. In every block of histogram, the sum of all magnitudes in a particular direction is computed. To normalize these histograms, histogram is divided by the total sum of all orientations using Eq. 15, so that a normalized value between 0 and 1 can be obtained.

$$f_i = \frac{v_i}{\sqrt{\|W\|^2}}$$  \hspace{1cm} (15)

$F = \{f_1, f_2, \ldots, f_n\}$ is the resultant HoG feature vector. The feature set of HoG comprises of the histograms constructed inside a rectangular section on the given input image. The toolbox used for the implementation of HOG is VLFEATROOT [42]. Fig. 12 shows the results of HoG.

5.4 Orientation

The orientation of each finger of the hand is different from each other. To align all the fingers in a particular direction, further processing can be carried out from them. Since the device used for the image acquisition does not use any peripheral devices therefore, the fingers can have any orientation in any direction.

In literature, many approaches have been presented for the alignment of the orientation of hand and fingers. In this case, the image can only be acquired in a particular direction, there is no need to take into account the orientation of hand. Kumar et al. [43] used an inertial matrix to find the large Eigen value corresponding to the ellipse’s main axis that fits into the region of hand. Another technique uses the hand silhouette of the binary image for the application of chain codes. Both the hand valleys and the finger tips are extracted and on the basis of the middle finger’s key point a rotation process is performed. It gives the maximum angular variation of only 20%. Therefore, it is not a good method to be used in the unpaged system.

The method used for the alignment of fingers in literature is ‘Image registration’ in which the central finger or any pre-defined finger from the database is used as a base and all the other fingers are aligned according to that finger. In this case, since the size of the image is quite large and the image registration process cannot be carried out as it increases the computation cost of the system. For this purpose, first the orientation of each finger is found by the orientation finding method of image cropping, then on the basis of values of orientation, a search process is used that aligns the fingers in the erect direction. The orientation of each finger is found with respect to the x-axis. The resultant and the original orientation of fingers are given in Fig. 13. The contour of each finger is rotated by using Eq. 16.

$$\begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}$$  \hspace{1cm} (16)

Where, $x$ and $y$ are the central co-ordinates of the contour of finger. The orientation alignment is used i) to extract the finger tips easily ii) to obtain the fingerprints region.

Fig. 12. HOG on binary images: (a) Thumb; (b) Index finger; (c) Middle finger; (d) Ring finger; (e) Little finger.
6. RESULTS AND DISCUSSIONS

6.1 Error Rate Analysis

In this paper, we used k-NN classifier for the decision making that whether the finger is classified correctly or not. The features are distributed using the k-NN classifier, which operates on a non-parametric method for the classification and regression. It employs the minimum Euclidean distance among the test feature vectors and all other sample training data. In the regression stage of k-NN classifier, the output value is taken by averaging the values of its $k$-nearest neighbors.

On the basis of this classification, False Acceptance and False Rejection error rates are computed. The error probabilities are denoted as: $P_{\text{FAR}}$ and $P_{\text{FRR}}$.

The total probability of FAR is given in Eq. 17.

$$P_{\text{FAR}} = \prod_{i=1}^{n} P_{\text{FAR}} (18)$$

where, $P_{\text{FAR}}$ is the probability of a False Accept Rate. Similarly, for the False Reject Rate (FRR) is given in Eq. 18.

$$P_{\text{FRR}} = 1 - \prod_{i=1}^{n} (1 - P_{\text{FRR}}) (18)$$

6.2 Experimental Results

To validate the results of this research, database of 100 persons was collected. The database consists of 400 hand images, four images per person, obtained from the high resolution HP scanner at the resolution of 1200 ppi, using peg free arrangement. The hand images were collected from the persons of age between 16 to 55 years. The image acquisition process was carried out while making sure that 1) The fingers are far apart from each other and 2) the upper lid of the scanner is closed. The automatic segmentation of palm and fingers was achieved through proposed algorithm discussed in Section 4.

Palm is separated from the image, only fingers are used for the classification purpose. The reason behind its usage is to tag the fingers. The size of the fingers, in the image, is reduced to $600 \times 500$ pixels. Thus, HoG can be applied effectively and efficiently. The size of the feature vector obtained is $10,540 \times 1$. The subjects were trained on the basis of these feature vectors and the classification was done using 2 out of 4 images as a database images whereas the other 2 images are used for the classification to increase the identification rate. It allows the fair combination by using the same training and test data. All the reported experimental results are carried out using Matlab. The system used is Intel Atom, Dual Core CPU, 1 GB RAM, 500 GB HD and Windows 7(32 bit) operating system.

Figure 14 displays the identification rate with respect to the various numbers of fingers extracted from the images present in the database, the range of images varies from 1 to 400. The inspection of the identification rate curve shows that results better than 96.9% can be achieved by increasing the database size. Figure 14 helps in determination of the accuracy with which each finger is classified by k-NN classifier.

The accuracy of detection of each finger is shown by a bar graph given in Fig. 15, whereas, ROC of all fingers and of each finger separately is plotted in Fig. 16 and Fig. 17, respectively.

Table 2 shows the performance of the proposed
method. It validates that the proposed solution can perform well in the given scenario. Hence, it can control the access privileges on a large scale. The previous results show that the image quality effects the identification rate. Since the device used here provides the high resolution images thus there is no flaw in the system due to image quality.

The Equal Error Rate (EER) of each finger is separately given in Table 3, whereas the comparison with other existing techniques is given in Table 4.

7. CONCLUSIONS

A bi-modal biometrics system, based on the features of hand, has been proposed. The proposed scheme combines the efficacy of hand geometry and the palm prints with the high precision of fingers geometry. The results of the geometric and texture based approach are combined at the fusion stage to segment out the hand image. Since the segmentation process includes the separation of palm and fingers from the hand image, hence their features are not related to each other. For further study these feature vectors has been implemented independently to increase the system performance. The features extracted from the fingers can be

Table 2. Performance properties.

<table>
<thead>
<tr>
<th>Performance Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total images</td>
<td>400</td>
</tr>
<tr>
<td>Identification Rate</td>
<td>96.9%</td>
</tr>
<tr>
<td>FAR</td>
<td>0.0309</td>
</tr>
<tr>
<td>FRR</td>
<td>0.0312</td>
</tr>
<tr>
<td>EER</td>
<td>0.0311</td>
</tr>
</tbody>
</table>

Fig. 14. Identification rate

Fig. 15. Graph representing the accuracy of detection of each finger.
Fig. 16. Receiver operating characteristics.

Fig. 17. Receiver operating characteristics for each finger.
Table 3. Finger wise EER computation.

<table>
<thead>
<tr>
<th>Fingers</th>
<th>Thumb</th>
<th>Index Finger</th>
<th>Middle Finger</th>
<th>Ring Finger</th>
<th>Little Finger</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER</td>
<td>0.0375</td>
<td>0.0383</td>
<td>0.0415</td>
<td>0.0376</td>
<td>0.0392</td>
</tr>
</tbody>
</table>

Table 4. Comparison of proposed algorithm with existing methods available in literature.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th># of people</th>
<th>Samples per person</th>
<th>Approach</th>
<th>Features</th>
<th>Performance</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanchez-Reilloet al.</td>
<td>200</td>
<td>20</td>
<td>Various distances, GMMs, RBF</td>
<td>Hand/finger measurements</td>
<td>FAR=0.066</td>
<td>—</td>
</tr>
<tr>
<td>Woodard et al. [45]</td>
<td>42</td>
<td>2</td>
<td>Normalized correlation coefficient</td>
<td>Singe and Fused Fingers, linear regression technique</td>
<td>EER = 0.055</td>
<td>94</td>
</tr>
<tr>
<td>Fouquier [46]</td>
<td>750</td>
<td>6</td>
<td>Symmetric Kullback</td>
<td>Finger geometry measurement</td>
<td>EER = 0.0421</td>
<td>—</td>
</tr>
<tr>
<td>Proposed</td>
<td>100</td>
<td>4</td>
<td>HoG &amp; k-NN</td>
<td>Geometrical features</td>
<td>FAR = 0.0309</td>
<td>96.9</td>
</tr>
</tbody>
</table>

easily used for the tagging of fingers by using k-NN classifier, which classifies and identifies the fingers accurately. The experimental results show that these segmented images can be used effectively and efficiently for the development of the other stages of the fully automatic hand-based security system. Future work includes: 1) To carry out an advance research to increase the accuracy of the system; 2) Modification of pre-processing step so the significant characteristics of the image can be extracted; and 3) Investigation of methods that may reduce the computational cost of the system.
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Abstract: Now a day, agile methods are broadly used for software development. The agile methods are expected to provide virtuous outcomes and producing better quality software products that achieves the customer requirements. In view of the contemporary scenario, it is clear that secure and better quality software products are foremost apprehension. This research study deals with risk management within the scrum framework. The purpose of this research was to propose and validated a framework developed that produces quality product. The continuous approach of scrum overlooks the risk issues which can result in changes and cost expansion. To mitigate this risk, a free scrum model is proposed. This model is produced by combining the activities of risk management and in scrum methodology. A case study has been employed to evaluate proposed framework for mitigating risks effectively in scrum process. We used a qualitative approach with structured interviews, to validate the proposed work. We have explored both the existing principle theory for risk management and the results of different empirical studies to build the framework. On the said base, we have drawn up vindicated proposals for the framework. Results of case study has shown that the proposed framework is suitable for the developing a quality software product. By employing the risk management activities into scrum methodology, as per proposed framework, there is a promising scrum model to control risk. This also ensures software quality along with benefits of cost reduction, experience gained and customer satisfaction. This framework has implications with the effective risk management in scrum way of development and provide valuable insights for risk management scrum. The case study provides direction for future research and lesson learned. It will also provide assistance to apply effective principles of risk management in scrum to develop high quality software product. Our future research will be directed toward the generalization of this framework. The proposed framework activities will be applied on different agile methodologies and other case studies will be conducted, so the results can be generalized.
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1. INTRODUCTION
Mainstream organizations are improving the process of software development in order to achieve better quality products. Scrum is considered the best agile methodology for agile application development [1]. The scrum focuses on continuously delivery of the software product. It is an iterative and incremental agile software development model for managing development of software products. Scrum is more concerned with deliver software in short term. This result in compromising the quality of product by ignoring the risk and security issues identification and mitigation.

In traditional software development, the risk management is done by applying different techniques and tools. These tools and techniques restrict the decision making regarding the risks [2]. The main objective of risk management is to determine the potential issues before it occurs, so its avoidance or mitigation can be planned accordingly. The objectives can be achieved by handling the problems as per required across the life of the software development. Risk management is manifold and complex in traditional software development [3].

Agile way of software development may process
software faster but how they cater our quality requirements. It provides the ability to respond quickly to change, frequent deliveries of working software and close customer collaboration. On the other hand, this agility can cause overlooking the potential threats. We know from traditional software development that risk registers is an approach to maintain quality in the software product. The technique is effective with the traditional software development, because the gathered in the beginning of project. In agile, due to close collaboration the requirement changing become a major loop hole for risks.

The recent trend shows that scrum is the most employed agile method of software development. The purpose behind using scrum model is to deliver the required software to the customer by making teams that work in short cycles, iteration by iteration. Scrum is more concerned with the project management and expects that the self-organizing team pulls any needed practices into the process via the mechanism of variation.

In Scrum software development, the security and risk management are not considered essential from the start of development process. Security of product has become an essential part of the end product. It can be concluded that risk management from the first phases of development should be introduced. The process of risk management should continue throughout the development cycle. Scrum development framework emphasis on providing the maximum benefits with in less the time. Effective risk management can be achieved by employing these activities:

1. Identification of risk, risk analysis and prioritizing the identified risks on severity basis.
2. Planning and Implementation.
3. Monitoring and Review to verify risk are treated and removed.
4. Imminent Analysis of risk.

1.1. Research Objectives
Software development projects are exposed to risk like incomplete requirements, non-traceable requirements, time limitations, unrealistic schedule, communication and technology change [4]. These issues of project development can be addressed by applying effective risk management.

It could be argued that the technical issues are of less important than managerial issues in software development projects. The reasons for the failure of projects are usually management foibles rather than technical mistakes [5].

Risk can be identified in scrum but the cause of risk, factors to evaluate risk and practices to handle the risk, cannot be identified [6]. These arises a need to develop a framework for scrum method that incorporates effective risk management process to handle the above mentioned issues.

2. LITERATURE REVIEW
Risk is usually considered as possibility of loss. Shapira (March, 1987) presented the view of risk as variation in possible outcomes. Risk is considered for negative outcomes of the project by 80 percent of the manager [1]. The probability of risk occurrence and impact of risk are the factors that enhance the priority for risk handling.

According to Janus et al. [7] there seems to be no traditional Quality Assurance in Agile Software Development, even though Agility promises to deliver high Quality Software. The lack of quality assurance in agile methodology enhances the probability of risk occurrences. Alharbi et al. [8]
explored that risk register should be used with in scrum in order to improve quality of the product. They claimed that use of risk register doesn’t affect the agility of a project. The risk assessments of every sprint will be maintained in the risk register. The register will be used to monitor the occurrence of risk during every sprint.

Panday et al. [9] described a model for the risk management in the software development process. The presented risk management model controls the known and unknown issues or risks during the development process of software. Pohl et al. [10] presented a secure model for scrum. The security issues should be considering during the course of entire process of development. Their model emphasis on incorporating security issues into practice without affecting the principles of scrum method.

Wanderley et al. [11] conducted a study which support the fact that risk management contributes toward the success of the IT project. The study was conducted on publications from 1999 to 2007 and selected 29 publications with empirical data. After analysis of those research studies it was concluded that risk management has impact on the IT projects.

Offshore software development has become very popular because of its cost effectiveness. It benefits by pooling labor from countries having low wages. Islam et. al. [12] has addressed to the threats associated with this trend. There are certain challenges to overcome such as geographical, communicational and cultural differences. The author has proposed tailored risk management framework to overcome these risks. The researcher proposed that risk should be assessed and managed at earlier stages, so its size of loss will be nominal. For the said purpose, goals are linked with the risks in a relational model. For goals KAOS extension has been employed. For validation, case study has been conducted on framework (GSRM). The results showed better management of risk after integration of framework.

According to Ylimannela et al. [13], Agile development is based on short iteration cycles, which allow and respond to changes in business environment. Using agile development is itself risk management at project level. He has created a model to manage risks in agile development environment. The suggested model has been proposed in order to address the problem arose during the interviews. The suggested model is based on existing models and interviews.

For managing risk in a formal way the team, the product owner or Scrum master can:
1. Use burn down chart for risk [13].
2. Prioritize the outrageous risk requirements first in the upcoming sprint [14].
3. Risk board can be used with two colors of notes [15].
   i. Red notes: Describes the risks
   ii. Yellow ones: Describes risk responses
4. Employee a risk registers [16].

2.1. Critical Factors
There are different dimensions in which risk can be classified such as organizational, people, process, and technical.
1. Organizational Factor
   i. Cultural differences
      a. Too traditional
      b. Too political
   ii. Large organizational size
   iii. Lack of commitment or proper management
   iv. Lack of logistical support
   v. Intellectual property rights
2. People
   i. Lack of expertise
   ii. Lack of project management competency
   iii. Lack of team coordination
   iv. Conflict of individuals / groups
   v. Depraved customer relationship
3. Process
   i. Undefined scope
   ii. Undefined requirements
   iii. Lack of frozen/ agreed requirements
   iv. Improper planning
   v. Lack of progress tracking mechanism
   vi. Lack of customer involvement
4. Technical
   i. Lack of ample set of correct scrum practices
   ii. Inappropriate use of technology and tools

3. MATERIALS AND METHODS
Risk management hold worth, if it is not only
identified and communicated in start, but also, a proper sequence of activities should be involved throughout the development cycle. Our finding from the literature review conducted on the base of below mentioned research questions have indicated the need of consolidated conceptual framework.

3.1 Research Questions
RQ1: How the Risk management is integrated in scrum methodology?
RQ2: What are the critical factors for effective risk management procedures in scrum methodology?
RQ3: What standards and practices are employed in scrum methodology for risk management?

By addressing these research question, we are able to identify the essential activities of risk management that can amalgamate with scrum methodology. The identified critical factors has enlighten the existing challenges to be addressed. The outcomes of RQ3 are the current industrial practices of risk management in scrum.

In this research study we have proposed a framework that helps the software engineers to develop a quality product by managing risk. To achieve this, we have determined a complete process of risk management mapped on the scrum. Our proposed model involved of four major activities for risk management.

Given below is a brief description of the said above risk management activities.

3.2. Risk Assessment
It is one separate thing to identify and outline list of potential issues, whereas it is an entirely different matter to address them. This is where assessment comes to play its role.

The identification activity in product backlog stage of scrum framework is used to detect the security and risk issues. The identified issues are listed and tagged as well. The vision of customer is converted into manageable chunks and prioritize in the product backlog. A short description regarding the identified issue is sorted in the register. During the refining of the product backlog these issues (identified during the product backlog) are analyzed for the validation of potential risk. The potential issues are then priorities according to their impact. The issues related to security and risks are marked by the tags.

3.2.1 Identification of Risk
The base step of risk assessment is risk identification. The team of stakeholders review all items of backlog within the scope of project. The review is formulated from different perspective of various categories of risk. These results in a list of identified potential risk that could have a significant negative impact on the success of project.

The risk that can effect project goals, are identified, classified and report these risks. The outcome of identification process is a list of risks [14]. The resultant risk list depends on project and the environment. For small, noncomplex projects (low-budget projects), there are few risks with little ambiguity. For large, complex projects (high-budget projects), there are effect by uncertain environment. The risks can provide for the risk assessment and risk control process. The mitigation of these risks
can be performed by listing and flagging each item with color. These colors are assigned according to the priority of the risk.

3.2.2 Risk Analysis

When the risks have been documented and all items are analyzed. The cause of the risk analysis is to evaluate the loss possibility and magnitude of each software risk item. The contribution is the software risk statement and situation developed in the appreciation phase.

After the completion of risk assessment, risk analysis is conducted to identify the chances of occurrence and, if so, when the risk is likely to occur in the overall time-line of project. There are several conventional methods that can be employed for the risk analysis, such as cost risk analysis, reliability analysis, decision analysis, and schedule analysis.

3.2.3 Consideration Control

Consideration Control is calculation of losses. Possible action to reduce or remove such threats are considered. Possible risk factors are identified in each item, for instance business, technical and nontechnical features of product and any other areas that effect the goals of product development.

3.3 Implementation

During every Sprint of scrum, Sprint planning results into two artifacts; sprint goal and sprint backlog. During the sprint planning meeting the solutions for tagged issues are identified. The identified solution is listed according to the tag no assigned to the issue. The consideration control on marked issues is done to evaluate the size of loss. The size of loss expected in result of that issue entered in the register. Finally the issues are treated accordingly the solution identified in the planning meeting.

3.3.1 Prioritization

The integrities of identified risk can be identified by the prioritization of risk. Exposure is the product of the possibility of incurring a loss due to the risk and the potential magnitude of these losses. On complex and large projects i.e. high-cost projects that are usually environment uncertain.

It would be much difficult, to provide a plan or strategy for catering the effects of potential risk, in every phase of the project. By assigning each risk, with a risk priority value, the stakeholders now have a road-map for catering threats. Risk effects are catered by contriving contingency plans for the task with highest to the lowest risk priority factor.

3.3.2 Response Planning

The approaches to deal with risk are identified in this step.

Three strategies for risk planning are introduced:
1. Avoidance: Attempt to minimize the possibilities of risk [17].
2. Minimization: Attempts to decrease the impact of risk.
3. Control: Actions are implemented to reduce the impact of the risk.

3.3.3 Risk Treatment

The strategy is used to mitigate consequence of risk acceptance and transfer. Risk treatment is related to tendency for taking risks. Behavior towards taking risks may change over time through training, education and experience. The threshold of taking risk by organization depends upon the stable risk treatment. As a consequence, competitive control of organization may increase.

3.4 Verification

During the daily scrum meeting the rectified issues are monitored and reviewed. Status of the issues is updated during the meeting.

3.4.1 Monitor and Review

In response of every risk item monitoring and review take place. This tracking helps to achieve the goals of risk management processes. Execution of risk management is ensured by evaluating the risk treatment activity is performed throughout the project development.

3.5 Imminent Analysis

3.5.1 Future Analysis

During the sprint review this is ensured that the issues identified at start of the scrum are catered. If the treated issues are no longer threat for future, a brief report is prepared consisting of the issues that occurred in each sprint. If the same issue has any
chance of reoccurrence in sprint, the team refers the issue to next sprint and so on.

3.5.2 Avoidance strategy

It is known that the most efficacious risk avoidance plan is to establish effective communication throughout the life cycle of project. Oftentimes, scrum master fail to keep the entire stakeholder in the loop about the project.

Formal risk avoidance methods depend upon understanding the user requirements, obtaining domain information and effective communication [18]. These factors ensure that the plan will achieve project objectives.

3.6 Future Risk Evaluation

Directions for future occurrence of risk will be discussed and gap of the risk treatment are identified. All the information gathered during the development process is analyzed to predict the chances of occurrence of each risk item. At the time of sprint review and retrospective of scrum, a report is prepared then all the learned instructions
are acknowledged. This information stored in the information repository for making decision in future projects.

In Scrum software development the risk management is not considered essential from the start of development process. The proposed framework mitigates the risk after performing proper assessment, its implementation, verification and analysis for future aspects. Fig. 2 represents the proposed model.

Every activity performed in scrum contributes toward the management of risk. The risks will be identified in the vision activity of scrum. Followed by, analyses of the identified risk items. During analysis the risk occurrence, the size of loss and its priority is determined. These activities come under the risk assessment phase and are performed during the creation and refinement of product backlog. The prioritized risks are then treated according to a proper plan framed during the daily scrum. The treated risk are then review to confirm its removal in daily scrum meetings. The review is conducted on daily basis so its effects can be monitored, and in-case plans for mitigation can be altered accordingly. This will minimize the cost of treating the risk. The sprint review is open for more risk to be identified and listed accordingly with the retrospective. The progress of the project is then shared with stakeholders.

3.7 Validation

Case study has been used as a research method [19]. While designing the study, we emphasized on human sense making and how the mechanisms of risk management were understood by the participants involved. The research method is selected to collect experiences which could be used to improve performance of the corresponding projects. The project selected under this umbrella is a new development of company’s internal web application. The web application is collection of several different level of tracking phases.

The data from stakeholders and project participants was collected by conducting semi-structured interviews. During interview, notes were created in such a way that attendants were able to comment and make corrections as and if required. This case study is performed on web development project in global Soft tech Company. The company’s head office is in Europe, but it has offsite activities in several locations in Asia like Pakistan. The agile methods are use in company from past 10 years and it is common to have project of different nature i.e. large scale small scale, distributed etc.

The interviews conducted were from 15 participants including all stakeholders. The interviews comprised questions of 9 in total, out of which 6 questions were related to the experience and background. In other questions, issues and suggestion were gathered. While interviews project participants and stakeholders were directed to concentrate on all possible aspects of the theme.

The data gathered from interviews was analyzed qualitatively. While performing the qualitative analysis, issues identified by the interviewee was counted. A meeting with the participants was organized, in the first half of meeting participants were able to comment on each issues. In the second half of the meeting, improvement regarding the raised issues, were voted for further actions and study. However, here, we have reported the core findings and leaving the rest analysis for further studies.

3.8 Proposed Model in Action

The case study was completed in 5 months. The

<table>
<thead>
<tr>
<th>Event</th>
<th>Sprint 1</th>
<th>Sprint 2</th>
<th>Sprint 3</th>
<th>Sprint 4</th>
<th>Sprint 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sprint Planning</td>
<td>4 hour/week</td>
<td>6 hour/week</td>
<td>8 hour/week</td>
<td>10 hour/week</td>
<td>12 hour/week</td>
</tr>
<tr>
<td>Daily Scrum</td>
<td>15 min/day</td>
<td>15 min/day</td>
<td>15 min/day</td>
<td>15 min/day</td>
<td>15 min/day</td>
</tr>
<tr>
<td>Sprint Review</td>
<td>2 hour/week</td>
<td>3 hour/week</td>
<td>4 hour/week</td>
<td>5 hour/week</td>
<td>6 hour/week</td>
</tr>
<tr>
<td>Sprint Retrospective</td>
<td>1 hour/week</td>
<td>2 hour/week</td>
<td>3 hour/week</td>
<td>4 hour/week</td>
<td>5 hour/week</td>
</tr>
</tbody>
</table>
team has to go through five sprint to complete the project. Following are the schedules of the conducted case study.

The stakeholders have to conduct session of sprint planning of 40 hours in total, the daily scrum meeting timing in total of 27.5 hours in total, the sprint review was conducted in total of 20 hours and the sprint retrospective 15 hours in total project.

The stakeholder of the said case project gathered during the activities of vision and in review. A few of risk identified by the stakeholders are mentioned in Table 2.

The evaluation of these items, results in the priority set (Table 4), size of expected loss ranked in 1-10 (Table 5) and planning (Table 6) how to mitigate the risk items.

For every risk item a proper mitigation plan has been formulated. The description of plan for a few selected risk item are shown in Table 7.

Each risk item is considered a separate entity and treated (Table 8) according to the priority set of the risk. The process of evaluation of the risk item is performed in the daily scrum meeting.

These item are treated during the daily scrum and afterwards, the mitigation of each item is monitored and verified (Table 9).

These items are reviewed (Table 10) in final so their future occurrence can be avoided. The future benefits (Table 11) are also considered at the end of the project, so the artifacts can be used for future planning.

Table 2. Risk identification.

<table>
<thead>
<tr>
<th>Identification by</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer</td>
<td>Resistance to change by End Users</td>
</tr>
<tr>
<td></td>
<td>Delay in delivery</td>
</tr>
<tr>
<td></td>
<td>Conflicts between End Users</td>
</tr>
<tr>
<td>Product owner</td>
<td>Frequently changing requirements</td>
</tr>
<tr>
<td></td>
<td>Effective identification of System requirement</td>
</tr>
<tr>
<td></td>
<td>Vague and Incorrect system requirements</td>
</tr>
<tr>
<td>Team</td>
<td>Project complexity</td>
</tr>
<tr>
<td></td>
<td>Use of new and immature technology</td>
</tr>
<tr>
<td></td>
<td>Less experience and technical complexities</td>
</tr>
<tr>
<td>Risk Manager</td>
<td>Project planning and control</td>
</tr>
<tr>
<td></td>
<td>Inexperience team</td>
</tr>
<tr>
<td></td>
<td>Failure to manage end user expectation</td>
</tr>
<tr>
<td></td>
<td>Failure to gain user commitment</td>
</tr>
</tbody>
</table>

Table 3. Risk description.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance to change by End Users</td>
<td>End User may be hesitant towards the change</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Project complexities</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>End user may have different vision about the same requirement.</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Customer with foggy vision.</td>
</tr>
<tr>
<td>Effective identification of System requirement</td>
<td>Requirement gathering in agile manner.</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>May acquire ambiguous requirements.</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Interdependencies or Interconnections</td>
</tr>
<tr>
<td>Use of new and immature technology</td>
<td>Technology is introduced in the same year, less support available</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Lack of expertise.</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Un-experienced Scum Master</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Team have no hands on practices for the technology.</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>User requirement, budget and timeline clashes</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Un-interested users and with less awareness of technology.</td>
</tr>
</tbody>
</table>
Effective Risk Management in Scrum

Fig. 4. Case study results.
Table 4. Risk analysis.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance to change by End Users</td>
<td>70%</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>40%</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>20%</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>50%</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>40%</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>20%</td>
</tr>
<tr>
<td>Project complexity</td>
<td>40%</td>
</tr>
<tr>
<td>Use of new and immature technology</td>
<td>80%</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>30%</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>50%</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>30%</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>30%</td>
</tr>
</tbody>
</table>

Table 5. Consideration control.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Size of loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequently changing requirements</td>
<td>8</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>8</td>
</tr>
<tr>
<td>Use of new and immature technology</td>
<td>6</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>6</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>6</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>5</td>
</tr>
<tr>
<td>Project complexity</td>
<td>5</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>5</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>4</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>4</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>3</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>3</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6. Risk prioritization.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Prioritization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>Red</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>Red</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Orange</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Orange</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Orange</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Orange</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>Orange</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Orange</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Purple</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Purple</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>Purple</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>Purple</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>Purple</td>
</tr>
</tbody>
</table>
### Table 7. Risk planning.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Planning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>Look for alternatives and Training</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>Development of interest</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Development of interest</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Freezing requirements</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Experience Scrum Master</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Experience Team</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>Use of Requirement Technique</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Proper scheduling</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Employing experts</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Employing experts</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>Use of Prototyping</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>Rectify conflicting requirements</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>Remove ambiguous requirement</td>
</tr>
</tbody>
</table>

### Table 8. Risk treatment.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>Used mature technology</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>Conducted session to brief the ease of use.</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Engage in project for interest development.</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Developed requirement documents</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Employing experience Scrum Master</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Conducted training</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>Effective requirement engineering</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Scheduled Events</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Employed experts</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Employed experts</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>Used Model to verify the design</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>Improved requirement analysis</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>Improved requirement analysis</td>
</tr>
</tbody>
</table>

### Table 9. Monitor and review of risk.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Monitor</th>
<th>Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Project complexity</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Table 10. Future risk evaluation.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Future Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>Foresee the technological changes.</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>Training session planning.</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Engage in project for interest development.</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Consider developed requirement documents a baseline</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Planning and management of future activities</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Utilizing gained Expertise</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>Effective employing of requirement engineering</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Improved Scheduled experience</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Keeping employees upto-date with new technologies</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Conducting in house tanning and workshops</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>Managing a design Repository</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>Employing experience in requirement communication</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>Employing experience in requirement analysis</td>
</tr>
</tbody>
</table>

Table 11. Benefits of risk management

<table>
<thead>
<tr>
<th>Risk</th>
<th>Future Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of new and immature technology</td>
<td>Knowledge to choose the technology.</td>
</tr>
<tr>
<td>Resistance to change by End Users</td>
<td>Experience to conducted session.</td>
</tr>
<tr>
<td>Failure to gain user commitment</td>
<td>Designs for user interest programs</td>
</tr>
<tr>
<td>Frequently changing requirements</td>
<td>Requirement documents Repository</td>
</tr>
<tr>
<td>Project planning and control</td>
<td>Assets for future</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Expertise</td>
</tr>
<tr>
<td>Flaws in identification of System requirement</td>
<td>Effective employing of requirement engineering</td>
</tr>
<tr>
<td>Delay in delivery</td>
<td>Improved Scheduled experience</td>
</tr>
<tr>
<td>Less experience and technical complexities</td>
<td>Assets for future</td>
</tr>
<tr>
<td>Inexperience team</td>
<td>Assets for future</td>
</tr>
<tr>
<td>Failure to manage end user expectation</td>
<td>Design Repository</td>
</tr>
<tr>
<td>Conflicts between End Users</td>
<td>Experience in requirement analysis</td>
</tr>
<tr>
<td>Vague and Incorrect system requirements</td>
<td>Experience in requirement analysis</td>
</tr>
</tbody>
</table>

4. RESULTS AND DISCUSSION

On the subject of our research questions, we were able to get confirmation that risk management in scrum is likely improved using the proposed framework. The web development project is completely functional and no risk issues in any sprint of scrum were reported. While performing the study more improvement needs were highlighted rather than working issues. None of the identified issues was so severe that it would have suffered the working of project.

Conclusion drawn on the base of working is that framework has worth of use. The process management and stakeholders’ involvement issues were mainly identified. This gives a contrary impact, but while observing in detail it became vibrant that some skills are required for adjusting Scrum to risk free environment.

5. CONCLUSIONS

The success of project can be increased by effective risk management practices. The uncertainties are considered as the risk of the project that result in cost expansion and reduce the quality of product. Timely decision is vital for controlling the risk issues. The roles involved in the development of project should be able to identify these issues without any problem. In our research study we have employed
risk management activities in a Scrum model. This enables to identify the risk by marking the issues and maintaining repositories for future reference. Thus risk issues can be identified and tracked at any stage of sprint. We have conducted a case study and results have shown that by adopting secure and risk free scrum model a quality software product can be produced. Our future research will be directed toward the generalization of this framework. The proposed framework has been developed and evaluated for collocated environment. However, in future we will extend our work in distributed environment, so the results can be more significant.
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Abstract: Graphene is a “wonder material” and rapidly rising star in all fields of physics. This strictly two-dimensional material exhibits exceptionally high crystal quality and band structure. Graphene, building block of all graphitic materials, has emerged as an interesting material of the 21st century. This two-dimensional, single-layer sheet of sp2 hybridized carbon atoms has attracted tremendous attention and research interest, owing to its exceptional physical properties, such as high mobility, good thermal stability, excellent mechanical strength and high transparency. These properties make graphene a material of interest for many applications, for example in the fields of electronics, optoelectronics, photonics, composites as well as sensors. There are a number of methods for fabricating and characterizing graphene. Here in this work, graphene has been synthesized via micromechanical cleavage method and characterized via various techniques. Graphene is fabricated on oxidized silicon (Si/SiO2) and polymethyl methacrylate (PMMA) substrates. Si/SiO2 is a rigid substrate while PMMA is transparent, flexible and a versatile polymeric material having applications in flexible electronics. Micromechanical cleavage method is reproducible and large numbers of high quality graphene flakes were obtained by using this method on these two substrates. The graphene layers thus produced have been identified and characterized using optical microscopy, AFM and Raman spectroscopy showing single layer, bilayer, tri-layer and multi-layer graphene.
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1. INTRODUCTION

Graphene is made up of a single atom thick carbon layer arranged in a honeycomb-like lattice. Graphene is the thinnest, strongest and hardest material available so far. In recent times, graphene has attracted the huge attention of scientific fraternity in all areas of academic and industrial research due to its unique set of properties. Graphene is trying to replace the previously exiting modern material i.e. silicon which was set to change the face of research and technology. Due to its rapid popularity it can be said that Graphene is going to change the future of technology even making invisibility a reality [1-3].

Graphene is the first material in the new class of 2D materials. Although it was supposed that 2D materials cannot exist without 3D base until 2004. But this assumption has changed with the experimental discovery of graphene [4] by Geim and Novoselov [5]. Theoretically, graphene has been studied for sixty years [6-8] but there were some difficulties in isolating single layer. If we go back in the distant past, we are surprised to know that graphene also existed in ancient times. Because everyone while using an ordinary lead pencil probably produce graphene-like structures without knowing it (because graphite consists of stacked graphene sheets). So we can say that graphene was existed in past in the form of different carbon materials such as graphite, fullerenes and carbon nanotubes [9]. But in 2004, it was discovered as a single isolated layer [4]. After its discovery it became evident that graphene is the building block of all graphitic materials. It can be wrapped up into 0D fullerenes, rolled into 1D nanotube or stacked...
into 3D graphite [9].

Crystal structure of graphene consists of single layer of carbon atoms undergo hybridization with angle between each bond is 120° and the carbon distance is 0.142 nm. There are two carbon atoms per unit cell in a hexagonal honeycomb lattice of graphene [10]. The two dimensional linear network of carbons with no cross linking makes graphene flexible and stretchable. The electronic band structure of graphene considers only the electrons in the 2 orbitals. These electrons give rise to the π band and account for the transport properties of graphene. The conduction and valence band touches at the K and K' points at the border of the first Brillouin zone which specifies that graphene has no band gap, and it is therefore called as a zero-gap semiconductor [5] or a semi metal [5].

Graphene has several useful electronic, optical, mechanical and thermal properties. Graphene has a charge carrier mobility ~200,000 cm²/Vs [4] compared to the other semiconductor materials. Graphene is an optically transparent material. Single layer of graphene can absorb only 2.3% of light while 97.7% of light is transmitted [11]. Transparency of graphene reduces with increasing number of layers as 2.3% per layer [11]. In 2009, Le et al showed that graphene has breaking strength over 100 times greater than a hypothetical steel film of the same thickness, with a Young’s modulus of 1 TPa [12]. Therefore, graphene; having the breaking strength of 42 Nm⁻¹ and the Young’s modulus of 1.0 TPa; is suggesting the strongest material ever measured [13]. Graphene is the superconductor of heat. It has highest thermal conductivity 3080–5300 W/mK [4] compared to the other carbon materials.

These properties of graphene make it an attractive choice for use in advanced applications. Graphene is a single atom thick flat sheet of carbon. Therefore, electrons and holes move much faster through it than through other materials. This property makes graphene a suitable candidate to replace silicon as an electronic material and can be used in high frequency transistor applications [14-16]. Graphene has also replaced semiconductors in photo detectors. Graphene with zero band gap has wide spectral range from ultraviolet to infrared [17]. While other semiconductor photo detectors have limited detecting spectral width. Graphene’s high operating bandwidth makes it suitable for high-speed communications [17]. Mechanical flexibility, electrical and optical properties (low sheet resistance and high transparency) make graphene an attractive choice for flexible electronic devices [3]. It is used as a transparent conductive coating in electronic products such as touch screen displays, organic light emitting diodes, etc. Due to its high strength properties, it is used in composite materials [13] such as body armour for military personnel, vehicles and aircrafts. Due to its good electrical conductivity, it is used to coat aircraft surface to prevent from lightning strikes. Due to its high demand in a number of applications, we have fabricated graphene over Si/SiO₂ and PMMA substrates using micromechanical cleavage method and characterized it using optical microscopy, AFM and Raman spectroscopy.

2. MATERIALS AND METHODS

There are different methods to fabricate graphene. However, micromechanical cleavage was the first method by which single layer of graphene was discovered. The same method was used in our experiment. The steps used are as follows:

Two types of substrates were used for graphene fabrication, one was Si/SiO₂ and the other was PMMA which is transparent and flexible. Si/SiO₂ was used with two thicknesses, 90 nm and 290 nm. While the thickness, length and width of PMMA rectangular bar was 3 mm. 43 mm and 15 mm respectively.

The substrates were cleaned using standard cleaning method discussed below.

2.1 Standard Cleaning

The steps involved shown in Fig. 1 are as follows: Si/SiO₂ substrate was rinsed with Acetone and then IPA and dried with Nitrogen gas. Acetone removed the protective resist coating and IPA dissolved excess Acetone from the substrate. After baking at 120 °C the substrate was cleaned.

Fig. 2 shows the cleaning process of the PMMA substrate. PMMA being reactive with acetone
only rinsed with IPA and dried with gas. Now the samples were ready for micromechanical cleavage.

### 2.2 Micromechanical Cleavage Method

Geim and Novoselov [4] used adhesive tape to fabricate single layer graphene by cleavage. Cleavage is also known as Mechanical exfoliation. Achieving single layers typically involves multiple exfoliation steps, each fabricating a slice with fewer layers, until only one remains. The graphene prepared by this method is of high quality with no defects and differ considerably in size and thickness, where the sizes range from few to hundreds of micron [4]. Our experiment was based on the same cleavage method.
The steps involved in this method were as follows:

A tape was taken and a piece of graphite was emplaced over it. By multiple folding and peeling the tape, the graphite piece was exfoliated into multiple thinner graphite flakes covering the entire tape surface.

Then the tape was put over the pre-cleaned Si/SiO\textsubscript{2} and PMMA substrates and pressed hard with thumb several times to ensure close contact between the flakes and the substrate and left for 1 hour. The sample, Si/SiO\textsubscript{2} with attached tape, was then immersed in Acetone solution for two to three minutes. Tape was left the surface and taken out with tweezer. Then the sample was transferred from Acetone to Fresh Acetone beaker and baked for three to five minutes at 58 to 60°C. The PMMA rod with graphite tape was immersed into deionized (DI) water at 70°C and was left for 10 minutes. The tape was removed mechanically. Both samples were then transferred to separate IPA solutions and baked again for five minutes at 50°C. After that the samples were dried out with nitrogen gas. The sample with Si/SiO\textsubscript{2} substrate is shown in Fig. 5 to Fig. 9 at three magnifications, i.e., (a) 20x, (b) 50x, and (c) 100x. Single layer, bilayer, tri-layer and multi-layer graphene can be identified by contrast analysis which shows that on 90 nm Si/SiO\textsubscript{2} substrate, single layer shows the grey color while multilayer goes towards the white. Single layer graphene are encircled.

The graphene flakes fabricated over 290 nm Si/SiO\textsubscript{2} substrate are shown in Fig. 10 to Fig. 12 at three magnifications: (a) 20x, (b) 50x, and (c) 100x. Single layer, bilayer, tri-layer and multi-layer graphene can be identified by contrast analysis which shows that on 290 nm Si/SiO\textsubscript{2} substrate, single layer shows the purple color and multilayer goes towards the blue. The encircled regions of optical micrograph indicate the single layer graphene of different flakes. Graphene fabricated over PMMA substrate is shown in Fig. 13 to Fig. 16. The graphene flakes are easily identified on a PMMA substrate because the flakes add an additional optical path for the light reflected off the substrate surface (effective).

3. RESULTS AND DISCUSSION

The samples prepared by the experiment, discussed above, are then characterized by three techniques: optical microscopy, AFM and Raman spectroscopy. The results obtained are discussed below.

3.1 Optical Microscopy

The optical microscopy is the first immediate technique that is used for graphene flake identification. It is used to image various layers since it is the cheapest, non-destructive and readily available in laboratories. Optical microscope provides low resolution due to the light diffraction limit. Therefore, it could not provide conclusive evidence that a given flake was single, double or multilayer but by using the colour difference or reflection variations with image with back ground we can say that the layer is monolayer, bilayer or multilayer.

Fig. 5 to Fig. 12 illustrate main findings of this study. These figures show graphene viewed in an optical microscope (OLYMPUS, MM6C-AF-2) under normal, white-light illumination with different magnifications used in reflection mode on top of a Si/SiO\textsubscript{2} substrate.

Two samples were prepared having a number of graphene flakes over 90 nm and 290 nm Si/SiO\textsubscript{2} substrates. The graphene flakes fabricated over 90 nm Si/SiO\textsubscript{2} substrate are shown in Fig. 5 to Fig. 9 at three magnifications, i.e., (a) 20x, (b) 50x, and (c) 100x. Single layer, bilayer, tri-layer and multi-layer graphene can be identified by contrast analysis which shows that on 90 nm Si/SiO\textsubscript{2} substrate, single layer shows the grey color while multilayer goes towards the white. Single layer graphene are encircled.

Graphene fabricated over 290 nm Si/SiO\textsubscript{2} substrate are shown in Fig. 10 to Fig. 12 at three magnifications: (a) 20x, (b) 50x, and (c) 100x. Single layer, bilayer, tri-layer and multi-layer graphene can be identified by contrast analysis which shows that on 290 nm Si/SiO\textsubscript{2} substrate, single layer shows the purple color and multilayer goes towards the blue. The encircled regions of optical micrograph indicate the single layer graphene of different flakes.

Graphene fabricated over PMMA substrate is shown in Fig. 13 to Fig. 16. The graphene flakes are easily identified on a PMMA substrate because the flakes add an additional optical path for the light reflected off the substrate surface (effective). Typically the colour of graphitic flakes is dark grey (thin flakes) to white grey (thick flakes) on PMMA substrate. In general, the optical contrast of single layer graphene depends on the substrate.

To obtain a better contrast we used the optical
filters. Fig. 14 illustrates the improvement in image quality using the optical filters with different wavelengths in optical microscopy. Different images of graphene flake at different magnification level using different filters are shown in Fig. 15 and Fig. 16.

3.2 Atomic Force Microscopy (AFM)

This technique of imaging can successfully determine the layer thickness at the nanometer scale. AFM images were observed under tapping mode in which cantilever tip touch the surface only for a short time, thus avoiding the issue of lateral forces [18] and drag across the surface. This enables tapping mode to image soft, fragile and adhesive surfaces without damaging them while work under contact mode allows the damage to occur.

Graphene flakes are analyzed by using AFM.
Fig. 4. Schematic for the fabrication of graphene on PMMA substrate.

Fig. 5. Optical image of first flake over 90nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.

Fig. 6. Optical image of second flake over 90nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.
Fig. 7. Optical image of third flake over 90nm Si/SiO$_2$ substrate at (a) 20x (b) 50x (c) 100x.

Fig. 8. Optical image of fourth flake over 90nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.

Fig. 9. Optical image of fifth flake over 90nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.
Fig. 10. Optical image of first flake over 300nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.

Fig. 11. Optical image of second flake over 300nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.

Fig. 12. Optical image of third flake over 300nm Si/SiO$_2$ substrate at: (a) 20x; (b) 50x; (c) 100x.
Fig. 13. Optical image for single (1LG), bi-layer (2LG) and few-layer graphene on PMMA substrate at 100x.

Fig. 14. Improvement in the optical contrast of graphene flakes using optical filter.

Fig. 17 shows the AFM analysis of graphene flake prepared on Si/SiO₂ substrate. When cantilever passes over the desired portion represented by the square box in Fig. 17(a), image contrast as Fig. 17(b) was obtained. By analyzing the folded region, step height of graphene layer over the substrate was obtained. The graph of Fig. 18 represents the height profile which can be used to find the number of layers. The average of these peaks is about 0.3 nm which clearly indicates that it is a single layer.

Fig. 19 shows the AFM analysis of another graphene flake prepared on Si/SiO₂ substrate. In this case, step height of about 1.0 nm was obtained which clearly shows ~ 3 layers over the substrate.

The atomic force microscopy (AFM) measurement is the most direct way to identify the number of layers of graphene. However, this is cumbersome for imaging large area graphene
Fig. 15. Optical images of graphene flake on PMMA substrate: (a) at 20x using white light; (b) at 50x using white light; (c) at 100x using white light; (d) at 20x with green filter; (e) at 50x with blue filter; (f) at 100x with blue filter.

Fig. 16. Optical images of graphene flake on PMMA substrate: (a) at 20x using white light; (b) at 50x using white light; (c) at 100x using white light; (d) at 20x with LB145 filter; (e) at 50x with LB145 filter; (f) at 100x with GB530 filter.
and also this method has a very slow throughput. Therefore, Raman spectroscopy was used because it not only determines the number of layers but also the structure of graphene.

### 3.3 Raman Spectroscopy

Raman spectroscopy is a spectroscopic technique based on inelastic scattering of monochromatic light, usually from a laser source. Inelastic scattering means that the frequency of photons in monochromatic light changes upon interaction with a sample. Raman study of single layer, bi-layer and multilayer graphene has been reported for the first time in 2006 [19]. This is quick and unambiguous technique to provide the information about the number of layers of graphene.

In our experiment, high quality monolayer graphene was prepared on Si/SiO₂ by Micromechanical cleavage. Fig. 20 shows the Raman spectra of single layer graphene on Si/SiO₂. Two bands (G band and 2D band) were observed on Raman spectra of graphene flake. G band is used to determine the number of graphene layers. When the layer thickness increases, the band position
shifts to lower intensity [19]. The G peak position is another important parameter which is sensitive to doping and strain. Doping causes the higher shift while strain causes the lower shift. 2D band which is also used to determine the number of graphene layers; however, the differences between single and bilayer graphene in this band are more complex than that observed with the G-band. There is a general shifting to higher wave numbers as the layer thickness increases, but the more noticeable change in the band shape as 2D band splits and becomes more complex for two or more layers. With single layer graphene, there is only one component to the 2D-band, but with bilayer graphene, there are three components to the 2D-band [20]. The 2D peak conventionally called G’ peak in the Raman spectra of graphene layers. The intensity of the 2D peak is greater than G peak in single layer of graphene.
but as the number of graphene layers increased, its intensity decreased. Number of layers can be better examined by using the width of 2D peak. As the number of graphene layer increases, its width (FWHM) increases [20].

In our experiment, the peak position of G and 2D band for graphene fabricated over Si/SiO₂ were respectively located at 1583.54 cm⁻¹ (very close to the actual value for single layer ~ 1580 cm⁻¹ [21] and is doped) and 2680.24 cm⁻¹ (very close to the actual value for single layer ~ 2700 cm⁻¹ [21]).

We used lorentzian curves to fit the spectra and obtained the FWHM of 2D band as shown in Fig. 21. The FWHM of 2D band was 27.34 cm⁻¹ indicates that it is single layer [20, 22-23].

The Raman spectra of the graphene fabricated over PMMA using laser of 514 nm wavelength is shown in the Fig. 22. The prominent G peak appears at 1580 cm⁻¹ and 2D peak (G peak) at 2680 cm⁻¹ in the monolayer of graphene. The same peak was obtained on Si/SiO₂ substrate, which means
that these peaks are independent of the substrates. The intensity of the G line changes with the number of graphene layers. After applying the Lorentzian in origin we have found that 30 cm\(^{-1}\) is FWHM in monolayer and 50 cm\(^{-1}\) in bilayer graphene over PMMA substrate.

4. CONCLUSIONS

Samples of graphene have been fabricated on oxidized silicon (with 90 nm and 290 nm oxide thickness) and PMMA substrate by using micromechanical cleavage method. Micromechanical cleavage method is reproducible and yield large number of high quality graphene flakes successfully.

The graphene layers thus produced have been successfully identified and characterized using optical microscopy showing single layer, bilayer, tri-layer and multi-layer graphene by contrast analysis which shows that on 90 nm Si/SiO\(_2\) substrate single layer shows the grey color and multilayer goes towards the white, on 300 nm Si/SiO\(_2\) substrate single layer shows the purple color and multilayer goes towards the blue. But on PMMA substrate thin flakes show the dark grey color and thick flakes go towards the white grey. By using optical filters image quality is improved and better contrast can be obtained.

Two graphene flakes identified by optical microscopy were selected for AFM analysis. The graphene flake fabricated on 90 nm Si/SiO\(_2\) substrate shows the step height ~ 0.3 nm (very close to the actual value of single layer ~ 0.335 nm) indicates that it is single layer. The other fabricated on 300 nm Si/SiO\(_2\) substrate shows the step height ~ 1.0 nm (very close to the actual value of three layers ~ 1.005 nm) indicates that it is tri layer over the substrate.

Raman spectroscopy was performed for graphene fabricated on 90nm Si/SiO\(_2\) substrate and PMMA substrate. Raman spectrum for Si/SiO\(_2\) substrate shows two peaks named as G peak and 2D peak at the positions 1583.54 cm\(^{-1}\) (very close to the actual value that is ~ 1580 cm\(^{-1}\)) and 2680.24 cm\(^{-1}\) (very close to the actual value that is ~ 2700 cm\(^{-1}\)), respectively. The same peaks were obtained for PMMA substrate named as G peak and 2D peak at the positions of 1580 cm\(^{-1}\) and 2680 cm\(^{-1}\) respectively. It suggests that underlying substrate does not change the graphene peaks that are G and 2D. Lorentz curve fit was applied to 2D peak to determine the width of peak as 2D width is helpful in counting the number of graphene layers. Our results give the FWHM of about 27.34 cm\(^{-1}\) for graphene sampled on Si/SiO\(_2\) showing mono layer. For graphene sampled on PMMA, FWHM of about 30 cm\(^{-1}\) and 50 cm\(^{-1}\) were obtained showing mono layer and bilayer.
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Abstract: In this paper, the product and exponential product estimators have been proposed for estimating the population mean using population mean of an auxiliary variable, when there is negative correlation between the variables, under adaptive cluster sampling (ACS) design. The expressions for mean squared error (MSE) and bias of the proposed estimators have been derived. Two simulated populations are used and simulation studies have been conceded out to reveal and match the efficiencies of the estimators. The proposed estimators have been matched with conventional estimators and estimators in ACS. The simulation results showed that the proposed product and exponential product estimators are more efficient as compares to conventional as well as Hansen-Hurwitz and ratio estimators in ACS.
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1. INTRODUCTION

Sampling selects a part of population of interest to gain information about the whole. Data are often produced by sampling a population of individuals or objects. The inferences made will rely on the statistics gained from the data so these inferences can only be as good as the data. The sampling design refers to the method used to select the sample from the population. Deprived sampling design can produce deceptive conclusions. In conventional sampling designs the sample size is determined prior to the survey. In these designs the sampling units are independent on observations gathered throughout the survey.

A main problem that arises in survey sampling is estimation of the density of rare and clustered population, such as plants, birds and animals of scarce and dying out species, fisheries, patchy minerals exploration, toxic waste concentrations, drug addicted, and AIDS patients. The traditional random sampling designs may be inefficient and frequently not succeed to offer samples with useful information for rare population, because it is possible that the majority of the sampled elements give no information [1].

The Adaptive Cluster Sampling (ACS) design is appropriate for the scarce and bunched population. In ACS, a first sample is selected with a usual sampling design then the vicinity of every element selected in first sample is considered. If the observed values of the study variable satisfy a specific condition $C$, say $y_i > C$ then the additional units in the neighbourhood of the $i$th units is sampled. Each neighbouring element is included and investigated if the predefined condition $C$ is fulfilled and the procedure keep on until a new unit does not satisfy the condition. It is a type of network sampling, which provides improved estimates as compared to conventional designs in case of clustered rare population. All the units studied (including the initial sample) compose the final sample. The set consisting on those elements that met the condition are called a network. The elements that are fails to fulfil the condition are called edge units. Clusters are grouping of networks and edge units.

Thompson [2] first proposed the idea of the ACS scheme and introduced modified Hansen-Hurwitz [3]
and Horvitz-Thompson [4] form estimators. Dryver [5] established that ACS performed extraordinarily in univariate situation but in the multivariate setting, the efficiency of ACS depended on the relationship of the variables. The simulation results for actual data of blue-winged and red-winged showed that Horvitz-Thompson [4] form of estimator was the mainly efficient estimator in certain conditions. Dryver and Chao [6] proposed the conventional ratio estimator in ACS and also proposed two more ratio estimators.

**Adaptive Cluster Sampling Process**

Consider a fixed population of \( N \) elements labelled \( 1, 2, 3, \ldots, N \) are denoted as \( u = \{u_1, u_2, \ldots, u_N\} \). Consider a small initial sample of size \( n \) which is selected from \( N \) by simple random sample without replacement (srswor). The first sample is chosen by traditional sampling process in an ACS procedure and then the predefined neighbouring units for all the units of the first sample are considered for a particular condition \( C \). If any of the elements in the first sample satisfy condition \( C \), their neighbouring elements are included to the sample and observed. In general, if the characteristic of interest is found at a particular area then we continue to locate around that area for more information. Further, if any neighbouring unit satisfies the condition then its neighbourhoods are also sampled and the process goes on. This iterative process stops when the new unit does not satisfy condition \( C \). The vicinity can be decided in two ways. The sampling element and four neighbouring elements are known as the first-order neighbourhood denoted by east, west, north, and south. The first-order neighbouring elements and the elements northeast, northwest, southeast, and southwest are known as second-order neighbourhood. There are in total eight neighbourhood quadrats including the first-order and second-order neighbourhood. All the units including the initial sample composed the final sample.

A network consists of elements that satisfy the specified condition (usually \( y = 1 \)). The networks of size one are those elements which fail to meet the predefined condition \( C \) in the first sample. The edge units are those which do not satisfy the specified criteria. A cluster is a mixture of network units with associated edge units. Clusters may have overlapping edge units. The networks do not have common elements such that the union of the networks becomes the population. Thus, it is possible to partition the population of all elements in a form of exclusive and entire networks. The networks related to clusters can be denoted by \( A_1, A_2, A_3, \ldots, A_n \) or they can be shown with darker lines around the quadrats. These may be shaded as well. The edge units can be denoted with open circles (○). The entire region is partitioned into \( N \) rectangular or square units of equal size that can be set in a lattice system. The rectangular or square units are called quadrats. The units \((u_1, u_2, \ldots, u_N)\) form a disjoint and comprehensive partition of the entire area so that units labels \((1, 2, \ldots, N)\) categorise the position of \( N \) quadrats. In ACS the population is measured in terms of quadrats only.

## 2. MATERIALS AND METHODS

### 2.1 Some Estimators in Simple Random Sampling

Let \( N \) be the entire number of elements in the population. A random sample of size \( n \) is selected by using srswor. The study variable and auxiliary variable are represented by \( y \) and \( x \) with the population means \( \bar{Y} \) and \( \bar{X} \), population standard deviation \( S_y \) and \( S_x \) and coefficient of variation \( C_y \) and \( C_x \) respectively. Also let \( \rho_{xy} \) denote population correlation coefficient between \( X \) and \( Y \). The sample means of the study and auxiliary variables are denoted by \( \bar{y} \) and \( \bar{x} \) respectively. Cochran [7] and Robson [8] proposed the classical ratio and classical product estimators, respectively, for estimating the population mean stated as follows:

\[
 t_1 = \bar{y} \left[ \frac{\bar{X}}{\bar{Y}} \right], \quad (1)
\]

and

\[
 t_2 = \bar{y} \left[ \frac{\bar{X}}{\bar{X}} \right]. \quad (2)
\]

The mean squared error (MSE) of the estimators (1) and (2) are given by:
\[ \text{MSE} \left( t_1 \right) \approx \theta \bar{Y}^2 \left[ C_y^2 + C_x^2 - 2 \rho_{xy} C_x C_y \right], \] (3)

and \[ \text{MSE} \left( t_2 \right) \approx \theta \bar{Y}^2 \left[ C_y^2 + C_x^2 + 2 \rho_{xy} C_x C_y \right], \] (4)

respectively. Where \( \theta = \frac{1}{n} \). The ratio and product estimators are design biased.

Bahl and Tuteja [9] proposed the exponential ratio and exponential product estimators to estimate the population mean are given by:

\[ t_3 = \bar{y} \exp \left[ \frac{X - \bar{X}}{\bar{X} + \bar{X}} \right], \] (5)

\[ t_4 = \bar{y} \exp \left[ \frac{X - \bar{X}}{\bar{X} + \bar{X}} \right]. \] (6)

The MSE and bias of the exponential ratio estimator \( t_3 \) are as follows:

\[ \text{MSE}(t_3) = \theta \bar{Y}^2 \left[ C_y^2 + \frac{C_x^2}{4} - \rho_{xy} C_x C_y \right], \] (7)

\[ \text{Bias}(t_3) = \theta \bar{Y} \left[ \frac{3}{8} C_x^2 - \frac{\rho_{xy} C_x C_y}{2} \right]. \] (8)

The MSE and bias of the exponential product estimator \( t_4 \) are given by:

\[ \text{MSE}(t_4) = \theta \bar{Y}^2 \left[ C_y^2 + \frac{C_x^2}{4} + \rho_{xy} C_x C_y \right], \] (9)

\[ \text{Bias}(t_4) = \theta \bar{Y} \left[ -\frac{1}{8} C_x^2 + \frac{\rho_{xy} C_x C_y}{2} \right]. \] (10)

2.2 Some Estimators in Adaptive Cluster Sampling

Let a preliminary sample of \( n \) elements is selected with a srswor from a finite population of size \( N \) categorized like \( 1, 2, 3, \ldots, N \). The average y-value and average x-value in the network which includes unit \( i \) are \( w_{yi} = \frac{1}{m_i} \sum_{j \in A_i} y_j \) and \( w_{xi} = \frac{1}{m_i} \sum_{j \in A_i} x_j \) respectively. ACS can be considered as srswor when the averages of networks are considered [1, 6]. The averages of networks are considered as transformed population. Transformed population is obtained with the replacement of the original values of the networks with the averages of the networks. In the case of transformed population is used, each sample of size one selected with srswor will be representative of the whole network if it intersect to any unit of a network. In the transformed population, the sample means of the study and auxiliary variables are \( \bar{w}_y = \frac{1}{n} \sum_{i=1}^{n} w_{yi} \) and \( \bar{w}_x = \frac{1}{n} \sum_{i=1}^{n} w_{xi} \) respectively. Consider \( C_{wy} \) and \( C_{wx} \) represents population coefficient of variations of the study variable and auxiliary variable in the transformed population respectively and \( \rho_{wxy} \) represent population correlation coefficient between \( w_y \) and \( w_y \) in the ACS. Let us define,

\[ \bar{e}_{wy} = \frac{\bar{w}_y - \bar{Y}}{\bar{Y}} \] and \[ \bar{e}_{wx} = \frac{\bar{w}_x - \bar{X}}{\bar{X}}. \] (11)
Where \( \varepsilon_{wy} \) and \( \varepsilon_{wx} \) are relative sampling errors of the study variable and auxiliary variable respectively, such that:

\[
E(\varepsilon_{wy}) = E(\varepsilon_{wx}) = 0 \quad \text{and} \quad E(\varepsilon_{wx}\varepsilon_{wy}) = \theta p_{wxwy}C_{wx}C_{wy}
\]

(12)

\[
E(\varepsilon_{wy}^2) = \theta C_{wy}^2 \quad \text{and} \quad E(\varepsilon_{wx}^2) = \theta C_{wx}^2
\]

(13)

Thompson [2] proposed an unbiased modified Hansen-Hurwitz [3] estimator for population mean in ACS and can be used as sampling done with replacement or without replacement. Elements that do not meet the condition \( C \) are ignored if these elements are not selected in the preliminary sample. In the form of \( n \) networks (which possibly will not be exclusive) overlapped by the preliminary sample (because transformed population is used, ACS becomes srswor and each unit selected will represent a whole network) is stated as follows:

\[
t_5 = \frac{1}{n} \sum_{i=1}^{n} w_{yi} = \bar{w}_y.
\]

(14)

Where \( w_{yi} = \frac{1}{m_i} \sum_{j \in A_i} y_j \) is the average of the number of elements \( m_i \) in the network \( A_i \).

The variance of \( t_5 \) is given by:

\[
Var(t_5) = \frac{\theta}{N - 1} \sum_{i=1}^{N} (w_{yi} - \bar{Y})^2.
\]

(15)

Dryver and Chao [6] proposed a modified ratio estimator to estimate the population mean in ACS is given by:

\[
t_6 = \left[ \sum_{i \in s_0} w_{yi} \right] \bar{X} = \hat{R}\bar{X}.
\]

(16)

Where \( \hat{R} \) is the sample ratio between \( w_{yi} \) and \( w_{xi} \).

The MSE of \( t_6 \) is given by:

\[
MSE(t_6) = \frac{\theta}{N - 1} \sum_{i=1}^{N} \left( w_{yi} - R w_{xi} \right)^2.
\]

(17)

Where \( R \) is the population ratio between \( w_{yi} \) and \( w_{xi} \).

2.3 Proposed Estimators in Adaptive Cluster Sampling

The proposed modified classical product estimator in ACS with one auxiliary variable is stated as follows:

\[
t_7 = \bar{w}_y \bar{w}_x \bar{X}.
\]

(18)

Following the Bahl and Tuteja [9], the proposed exponential product estimator in ACS with one auxiliary variable is stated as follows:

\[
t_8 = \bar{w}_y \exp \left[ \frac{\bar{w}_x - \bar{X}}{\bar{w}_x + \bar{X}} \right].
\]

(19)
2.3.1 Bias and Mean Square Error of Proposed Product Estimator $t_7$

Using (11) the estimator (18) may be written as follows:

$$t_7 = \bar{Y} \left(1 + \bar{e}_{wy}\right) \frac{\bar{X}(1 + \bar{e}_{wx})}{\bar{X}},$$

so, $$t_7 = \bar{Y} \left[1 + \bar{e}_{wy} + \bar{e}_{wx} + \bar{e}_{wx}\bar{e}_{wy}\right].$$

Applying expectations on both sides of (21), and using the notations (12) we get as follows:

$$\text{Bias} t_7 = E(t_7 - \bar{Y}) = \bar{Y} \theta \rho_{wxy} C_{wx} C_{wy}.$$  \hfill (22)

In order to derive MSE of (18), we have (23) by ignoring the term degree 2 or greater as follows:

$$t_7 = \bar{Y} \left[1 + \bar{e}_{wy} + \bar{e}_{wx}\right];$$  \hfill (23)$$t_7 - \bar{Y} = \left[\bar{e}_{wy} + \bar{e}_{wx}\right].$$  \hfill (24)

Taking square and expectations on the both sides of (24), the obtained as follows:

$$\text{MSE}(t_7) = E(t_7 - \bar{Y})^2 = \bar{Y}^2 \left(\theta C_{wy}^2 + \theta C_{wx}^2 + 2\theta \rho_{wxy} C_{wx} C_{wy}\right).$$  \hfill (25)

2.3.2 Bias and Mean Square Error of the Proposed Exponential Product Estimator $t_8$

Using (11) the estimator (19) may be written as follows:

$$t_8 = \bar{Y} \left(1 + \bar{e}_{wy}\right) \exp \left[\frac{\bar{X}(1 + \bar{e}_{wx}) - \bar{X}}{\bar{X}(1 + \bar{e}_{wx}) + \bar{X}}\right],$$

$$t_8 = \bar{Y} \left(1 + \bar{e}_{wy}\right) \exp \left[\frac{\bar{e}_{wx}}{2} \left(1 + \frac{\bar{e}_{wx}}{2}\right)^{-1}\right],$$

or $$t_8 = \bar{Y} \left(1 + \bar{e}_{wy}\right) \exp \left[\frac{\bar{e}_{wx}}{2} \left(1 - \frac{\bar{e}_{wx}}{2} + \frac{\bar{e}_{wx}^2}{4}\right)\right],$$

or $$t_8 = \bar{Y} \left(1 + \bar{e}_{wy}\right) \exp \left[\frac{\bar{e}_{wx}}{2} - \frac{\bar{e}_{wx}^2}{4}\right].$$

Expanding the exponential term up-to the second degree, we get (29) as follows:

$$t_8 \approx \bar{Y} \left(1 + \bar{e}_{wy}\right) \left[1 + \frac{\bar{e}_{wx}}{2} - \frac{\bar{e}_{wx}^2}{4} + \frac{\bar{e}_{wx}^2}{8}\right].$$

Simplifying, ignoring the terms with degree three or greater we get as follows:

$$t_8 - \bar{Y} \approx \bar{Y} \left[\frac{\bar{e}_{wy}}{2} + \frac{\bar{e}_{wx}^2}{4} + \frac{\bar{e}_{wx}^2}{8} + \frac{\bar{e}_{wy}\bar{e}_{wx}}{2}\right].$$

Applying expectations on both sides of (31) as follows:

$$\text{Bias}(t_8) = E(t_8 - \bar{Y}) = \bar{Y} \theta \left(-\frac{C_{wx}^2}{4} + \frac{C_{wx}^2}{8} + \frac{\rho_{wxy} C_{wx} C_{wy}}{2}\right).$$  \hfill (32)
In order to derive MSE of (19), we have (32) as follows:

\[ t_8 \approx \bar{Y} \left( 1 + \bar{e}_{wy} \right) \exp \left[ \frac{\bar{e}_{wx}}{2} \left( 1 - \frac{\bar{e}_{wx}}{2} \right) \right]. \]  

(33)

Ignoring the terms with power two or greater, we get (33) as follows:

\[ t_8 = \bar{Y} \left( 1 + \bar{e}_{wy} \right) \exp \left[ \frac{\bar{e}_{wx}}{2} \right]. \]  

(34)

Opening the exponential term, ignoring terms with power two or more we get (34) as follows:

\[ t_8 = \bar{Y} \left( 1 + \bar{e}_{wy} \right) \left[ 1 + \frac{\bar{e}_{wx}}{2} \right]. \]  

(35)

or \[ t_8 - \bar{Y} \approx \bar{Y} \left( \frac{\bar{e}_{wy}}{2} + \frac{\bar{e}_{wx} \bar{e}_{wy}}{2} \right). \]  

(36)

Taking square and expectations on the both sides of (36), and using notations (12 & 13) we get as follows:

\[ \text{MSE}(t_8) = E \left( t_8 - \bar{Y} \right)^2 \approx \theta \bar{Y}^2 \left( \frac{C_{wx}^2}{4} + \frac{C_{wx}}{4} + p_{w} \lambda C_{wx} C_{wy} \right). \]  

(37)

3. RESULTS AND DISCUSSION

3.1 Simulation Study

To evaluate and match the efficiency of suggested estimators with the already existing estimators, two different types of simulated populations are used and executed simulations for the comprehensive study. The condition C for included elements in the sample is defined. To get the transformed population, the y-values are acquired and averaged for keeping the sample network with respect to the condition and for every sample network parallel x-values are obtained and averaged, then y-values and x-values are replaced with their networks averages, accordingly. For the simulation study ten thousands iteration was executed to get MSE and bias for each estimator with the srswor and the initial sample sizes of 5, 10, 15, 20 and 25 for populations 1 and 2. In ACS, the ultimate sample size is generally larger than the preliminary sample size. Let E(v) denote the expected final sample size in ACS, this is the sum of the probabilities of inclusion of all quadrats. The expected final sample size fluctuates from one sample to another sample in ACS. For the comparison, the sample mean from a srswor based on E(v) has variance using the formula stated as follows:

\[ \text{Var}(\bar{Y}) = \frac{\sigma^2 \left( N - E(v) \right)}{NE(v)} \]  

(38)

The estimated relative bias is defined as:

\[ \hat{RBias}(t_*) = \frac{1}{r \sum_{i=1}^{r} (t_* - \bar{Y})}{\bar{Y}} \]  

(39)

Where \( t_* \) is the value for the relevant estimator for sample i, and \( r \) is the number of iterations.

The estimated MSE of the estimated mean is given by:

\[ \hat{MSE}(t_*) = \frac{1}{r \sum_{i=1}^{r} (t_* - \bar{Y})^2} \]  

(40)
The percentage relative efficiency is given by:

\[
PRE = \frac{Var(\bar{y})}{MSE(t_*)} \times 100
\]  

(41)

3.2 Population 1: Study Variable is Clustered and Auxiliary Variable is Binary

Dryver and Chao [6] used blue-winged teal data (Fig. 1) collected by Smith et al. [10] as an auxiliary variable for proposed ratio estimators under ACS and compared their efficiency with conventional ratio estimator in srswor. Let \( y_i \) and \( x_i \) denote the \( i \)th value for the variable of interest \( y \), auxiliary variables \( x \) (say blue-winged teal), Dryver and Chao [6] generated the values for the variable of interest using the following two models:

\[
y_i = 4x_i + \varepsilon_i \quad \text{where} \quad \varepsilon_i \sim N(0, x_i)
\]  

(42)

\[
y_i = 4w_{xi} + \varepsilon_i \quad \text{where} \quad \varepsilon_i \sim N(0, w_{xi})
\]  

(43)

<p>| | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>103</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>13639</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>122</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>177</td>
</tr>
</tbody>
</table>

Fig. 1. Blue-Winged Teal data [10] for population.

The variability of the variable of interest \( y \) is proportional to the auxiliary variable itself in model (42) while it is proportional to the within-network mean level of the auxiliary variable in model (43). Therefore, the within network variances of the variable of interest in the networks are greatly bigger in the population produced with model (42). In this simulation study the blue-winged teal (BWT) is taken as the study variable \( y \). To generate a data set for the auxiliary variable \( x \) (Fig. 2) that contributes high negative correlation (-0.999) correspond to the BWT data which is the variable of interest (\( y \)), the following model is used:

\[
x_i = (-1)y_i + \varepsilon_i \quad \text{where} \quad \varepsilon_i \sim N(0, y_i)
\]  

(44)

<p>| | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 2. Simulated \( x \) values, based on model (43) and using BWT data for population 1.

In model (44), the study variable \( y \) is treated as independent variable just to generate a data set for the auxiliary variable \( x \). Then 50 is added to and divided by each value to avoid the maximum number of negative values and the remaining negative values are treated as zero. Doing so, the correlation decreases
to -0.442. Now changing the role of variables again (i.e., BWT is treated as study variable and not as an auxiliary variable) the condition for the variable of interest BWT is set as $C \geq 10$ to added unit in the sample. There remaining only two networks with this condition but the correlation found to be -0.908 between the average values of the networks (Fig. 3, 4). Thus, there is a low correlation at a unit level but high correlation at the network level. Dryver and Chao [6] demonstrated that classical estimators in srswor execute well than ACS estimators for high correlation at unit level while execute poorer when contain the high correlation at network level.

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>2344.2</td>
<td>2344.2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>2344.2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2344.2</td>
</tr>
</tbody>
</table>

**Fig. 3.** Transformed population-1 with average values of the networks (Wy).

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
</tr>
</tbody>
</table>

**Fig. 4.** Transformed Population-1 with average values of the networks (Wx).

The variability of the auxiliary variable is proportional to the variable of interest in the model (44). The whole variance of the variable of interest is 3716168 whereas in the transformed population the variance decreased to 591498.701. The within network variance of the variable of interest for the network (10, 103, 13639, 14, 122, 177) is 30621746.971. An enormous part of whole variance is accounts by within network variance. Therefore, estimators in ACS are likely to be more efficient than the equivalent estimators in srs. The estimators in srs are more efficient than the estimators in ACS if within-network variances do not report a great part of the overall variance [6].

The comparative percentage relative efficiency (Table 1) of the ACS estimators is much higher than their counterpart SRS estimators. The proposed modified product $t_7$ and exponential modified product estimator $t_8$ in ACS has maximum percentage relative efficiency for the initial sample size and percentage relative efficiency starts increasing rapidly for comparable sample sizes. Thus, the proposed product estimator in ACS perform much superior than the other usual estimators, the ratio, and the Hansen-Hurwitz estimators in ACS when there is a high negative correlation among the study and the auxiliary variables, under the given conditions.

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{Y}$</td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
</tr>
<tr>
<td>100</td>
<td>59</td>
<td>146</td>
<td>79</td>
<td>123</td>
<td>110</td>
<td>72</td>
<td>158</td>
<td>137</td>
</tr>
<tr>
<td>100</td>
<td>81</td>
<td>117</td>
<td>91</td>
<td>109</td>
<td>113</td>
<td>88</td>
<td>143</td>
<td>130</td>
</tr>
<tr>
<td>100</td>
<td>88</td>
<td>109</td>
<td>95</td>
<td>105</td>
<td>123</td>
<td>96</td>
<td>152</td>
<td>135</td>
</tr>
<tr>
<td>100</td>
<td>93</td>
<td>106</td>
<td>96</td>
<td>103</td>
<td>138</td>
<td>114</td>
<td>168</td>
<td>151</td>
</tr>
<tr>
<td>100</td>
<td>95</td>
<td>104</td>
<td>98</td>
<td>102</td>
<td>159</td>
<td>134</td>
<td>189</td>
<td>171</td>
</tr>
</tbody>
</table>
The estimated relative bias (Table 2) of the estimators decreases as sample sizes increases in the ACS as well as in the srs. For ACS, as like srswor, it is suggested a bigger sample size for a small bias [11].

**Table 2.** Estimated relative bias for population 1 for different sample sizes.

<table>
<thead>
<tr>
<th>n</th>
<th>E(ν)</th>
<th>t₁</th>
<th>t₂</th>
<th>t₃</th>
<th>t₄</th>
<th>t₅</th>
<th>t₆</th>
<th>t₇</th>
<th>t₈</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>19.22</td>
<td>0.23</td>
<td>-0.17</td>
<td>0.12</td>
<td>-0.11</td>
<td>0</td>
<td>0.12</td>
<td>-0.12</td>
<td>-0.07</td>
</tr>
<tr>
<td>10</td>
<td>29.09</td>
<td>0.09</td>
<td>-0.09</td>
<td>0.04</td>
<td>-0.03</td>
<td>0</td>
<td>0.07</td>
<td>-0.05</td>
<td>-0.04</td>
</tr>
<tr>
<td>15</td>
<td>34.36</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.03</td>
<td>-0.03</td>
<td>0</td>
<td>0.05</td>
<td>-0.03</td>
<td>-0.02</td>
</tr>
<tr>
<td>20</td>
<td>37.54</td>
<td>0.04</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.00</td>
<td>0</td>
<td>0.02</td>
<td>-0.03</td>
<td>-0.01</td>
</tr>
<tr>
<td>25</td>
<td>39.90</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

### 3.3 Population 2: Study Variable is Rare Clustered and Auxiliary Variable is Abundant

The population 2 (Fig. 5 & Fig. 6) has been generated from a bivariate normal distribution with the mean vector \( \mu \) and covariance matrix \( \Sigma \), this is \( \left( \begin{array}{c} Y \\ X \end{array} \right) \sim N(\mu, \Sigma) \). In particular, we assumed \( \mu = (0,10) \) and \( \Sigma = \left( \begin{array}{cc} 1 & -2 \\ -2 & 5 \end{array} \right) \). The condition \( C \) to included elements in the sample is \( y > 0 \) for population 2. The correlation in the pair of random variables of the population was found to be -0.912. When negative values are assumed zeroes in simulated population the correlation reduces to -0.722. The correlation when the averages of the networks (Fig. 7, 8) assumed increases to -0.733.

**Fig. 5.** Simulated \( y \) values for population 2, based on bivariate normal distribution.

**Fig. 6.** Simulated \( x \) values for population 2, based on bivariate normal distribution.
Muhammad Shahzad Chaudhry & Muhammad Hanif

The whole variance of the variable of interest is 0.459 while this variance reduced to 0.399 in the transformed population. The within network variances of the study variable for the network (1,1,3) is 0.333, for the network (1,1,2,1,1,1,2) is 0.238, and for the network (2,1,1,1,1,1) is 0.167. The network variances do not accounts a huge part of whole variance. The overall variance is found to be high as compare to the within network variances for the study variable. Thus, adaptive estimators are expected to perform worse than the comparable usual estimators. The usual estimators will be more efficient than the adaptive estimators if within-network variances do not account for a huge part of the overall variance [6].

The percentage relative efficiency (Table 3) of the ACS estimators is much lower than the SRS estimators, as expected. The usual product estimator has maximum percentage relative efficiency, while usual exponential product estimator has higher percentage relative efficiency than the other conventional and adaptive estimators in ACS. The bias of all the estimators decreases by increasing the sample size. The estimated relative bias is given in Table 4. The bias decreases by increasing the sample size as recommended that bias decreases for large sample sizes [11].

Table 3. Comparative percentage relative efficiencies for population 2 based on E(\nu).

<table>
<thead>
<tr>
<th>(\bar{y})</th>
<th>(t_1)</th>
<th>(t_2)</th>
<th>(t_3)</th>
<th>(t_4)</th>
<th>(t_5)</th>
<th>(t_6)</th>
<th>(t_7)</th>
<th>(t_8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>71.16</td>
<td>131.7</td>
<td>84.69</td>
<td>116.6</td>
<td>22.84</td>
<td>16.46</td>
<td>29.13</td>
<td>25.44</td>
</tr>
<tr>
<td>100</td>
<td>76.32</td>
<td>127.3</td>
<td>87.16</td>
<td>113.6</td>
<td>21.29</td>
<td>16.82</td>
<td>27.09</td>
<td>24.16</td>
</tr>
<tr>
<td>100</td>
<td>77.67</td>
<td>125.2</td>
<td>88.22</td>
<td>113.3</td>
<td>20.93</td>
<td>16.40</td>
<td>26.56</td>
<td>23.87</td>
</tr>
<tr>
<td>100</td>
<td>78.21</td>
<td>126.7</td>
<td>88.83</td>
<td>112.6</td>
<td>21.38</td>
<td>16.76</td>
<td>27.04</td>
<td>24.61</td>
</tr>
<tr>
<td>100</td>
<td>79.32</td>
<td>125.6</td>
<td>88.90</td>
<td>112.3</td>
<td>22.21</td>
<td>17.86</td>
<td>28.05</td>
<td>25.53</td>
</tr>
</tbody>
</table>
Table 4. Estimated relative bias for population 2 for different sample sizes.

<table>
<thead>
<tr>
<th>N</th>
<th>E(ν)</th>
<th>t₁</th>
<th>t₂</th>
<th>t₃</th>
<th>t₄</th>
<th>t₅</th>
<th>t₆</th>
<th>t₇</th>
<th>t₈</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>18.25</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.02</td>
<td>-0.01</td>
<td>0</td>
<td>0.04</td>
<td>-0.04</td>
<td>-0.02</td>
</tr>
<tr>
<td>10</td>
<td>28.79</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.01</td>
<td>0</td>
<td>0.02</td>
<td>-0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td>15</td>
<td>35.05</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.00</td>
<td>-0.01</td>
<td>0</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>39.03</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>0</td>
<td>0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>25</td>
<td>41.82</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

The performance of proposed product estimator and exponential product is better than all the other estimators including conventional as well as Hansen-Hurwitz and ratio estimators in ACS sampling for population 1. The proposed estimators become more efficient as initial sample size increases for the population 1, under the given conditions. Thus, the proposed product estimator and proposed exponential product estimator should be employed for rare and clustered population when there is negative correlation between the study variable and the auxiliary variable. The product and exponential product estimators may be studied for the population variance for negatively correlated study and auxiliary variables in ACS. Moreover, some logarithmic form of estimators may also be derived as a future research in ACS.
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Abstract: We investigate the existence and stability of matter wave travelling coupled dark solitons in two effectively one-dimensional parallel coupled Bose-Einstein condensates. The system can be described by linearly coupled Gross-Pitaevskii equations. In particular, we have examined the effects of changing the value of coupling strength between the condensates over the stability of travelling coupled dark solitons. It is found that the travelling coupled dark solitons are unstable but the instability of the solutions can be defeated by having a control on the coupling strength.
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1. INTRODUCTION

In the last decade of the 20th century, one of the magnificent and successful achievements in the field of quantum physics was the realization of Bose-Einstein condensates (BEC) of alkali atoms [1, 2]. The first prediction about BEC was made in early 1920s by Bose and Einstein. The atoms of BEC follow Bose statistics and are linked with the essential physical phenomenon such as superconductivity in metals and superfluidity in helium [3, 4].

Dilute atomic BEC is substantially a nonlinear system that possesses the solitary wave solutions. A soliton is a localized wave which strength itself and keeps its original form unchanged when moving with fixed velocity. Solitons originate due to the balance of dispersive and nonlinear effects in the medium. They can be either bright as localized height or dark as localized depth on a continuous background. The velocity of a soliton is directly associated with its height or depth as if it is either a bright or a dark soliton respectively. Individual solitons can collide and remain unchanged in velocity, amplitude and shape but possibly not for phase shift [5].

The study of matter wave dark solitons has been a delightful area of research. The criterion for the one dimensional dynamical stability of matter wave dark soliton was presented in [6]. The snake instability was suppressed by tightly encompassing the motion in the radial direction and keeping the mean field interaction of atoms smaller than the frequency. The investigation of vortices in BEC were exhibited both theoretically and experimentally in [7].

The notion of tunneling of electrons between two superconductors linked by a very thin insulator [8] was extended to the tunneling of atoms in BEC by Smerzi et al. [9, 10, 14] and is known as the Josephson
tunneling. The experimental realization of such tunneling for a single and a collection of small Bose-Josephson junction was presented in [12]. The concept of Bose-Josephson junction was extended to long Bose-Josephson junction [13, 14]. This idea was similar to long superconducting Josephson junction. It was suggested in [13] that atomic vortices can be viewed in weakly coupled BEC and that these atomic vortices are identical to Josephson fluxon in superconducting long Josephson junction [15]. Furthermore, it was depicted that these atomic vortices can be reversibly transformed to dark soliton and the transformation can be controlled through coupling strength.

In this study, we investigate the existence and stability of travelling dark solitons in two cigar-shaped coupled BEC. Specifically, we study the effects of variation in the value of coupling parameter on the stability of matter wave travelling dark solitons moving with a particular velocity in BEC.

The paper is formatted as follows. In section 2, we consider the coupled system of nonlinear Schrodinger equations describing BEC and find the matter wave travelling coupled dark soliton solution numerically. In section 3, we discuss the stability of the travelling soliton solution while changing the coupling strength. We conclude our results in section 4.

2. MATHEMATICAL MODEL AND DESCRIPTION

We consider a system of two parallel cigar-shaped coupled BEC with the repulsive intra atomic interactions. The system can be described by two one-dimensional coupled nonlinear Schrodinger equations which can be written as

\[ i \frac{\partial Z_1}{\partial t} = -\frac{1}{2} \frac{\partial^2 Z_1}{\partial x^2} + \mu |Z_1|^2 Z_1 - \omega Z_1 - \gamma Z_2, \]

\[ i \frac{\partial Z_2}{\partial t} = -\frac{1}{2} \frac{\partial^2 Z_2}{\partial x^2} + \mu |Z_2|^2 Z_2 - \omega Z_2 - \gamma Z_1, \]

where \( Z_1 \) and \( Z_2 \) denote the wave functions of atoms of two BEC. The variables \( X \) and \( t \) represent respectively the space and time variables. \( \mu \) is the nonlinearity coefficient and \( \gamma \) is the coupling strength between the condensates. \( \omega \) is the chemical potential which is the rate of change of energy with respect to the number of atoms. Both \( \gamma \) and \( \omega \) can be controlled experimentally using different techniques. Typically, they can be controlled by using a combination of lasers of different intensities.

Since the soliton solutions of equations (1) and (2) are translationally invariant, this property of translational invariance motivated us to study the existence and stability of matter wave dark soliton in a moving coordinate frame of reference. So, we substitute \( x = X - vt \) in equations (1) and (2) to obtain

\[ i \frac{\partial Z_1}{\partial t} = -\frac{1}{2} \frac{\partial^2 Z_1}{\partial x^2} + \mu |Z_1|^2 Z_1 - \omega Z_1 - \gamma Z_2 + iv \frac{\partial Z_1}{\partial x}, \]

\[ i \frac{\partial Z_2}{\partial t} = -\frac{1}{2} \frac{\partial^2 Z_2}{\partial x^2} + \mu |Z_2|^2 Z_2 - \omega Z_2 - \gamma Z_1 + iv \frac{\partial Z_2}{\partial x}, \]

where \( v \) represents the velocity of the soliton solutions.
For the steady state solutions, we substitute \( \frac{\partial Z_1}{\partial t} = 0 = \frac{\partial Z_2}{\partial t} \) in equations (3) and (4) and acquire

\[
-\frac{1}{2} \frac{\partial^2 Z_1}{\partial x^2} + \mu |Z_1|^2 Z_1 - \omega Z_1 - \gamma Z_2 + i v \frac{\partial Z_1}{\partial x} = 0 ,
\]

and

\[
-\frac{1}{2} \frac{\partial^2 Z_2}{\partial x^2} + \mu |Z_2|^2 Z_2 - \omega Z_2 - \gamma Z_1 + i v \frac{\partial Z_2}{\partial x} = 0 .
\]

Since \( Z_1 \) and \( Z_2 \) are complex, we substitute \( Z_1 = a_1 + ib_1 \) and \( Z_2 = a_2 + ib_2 \) in equations (5) and (6) and after equating real and imaginary parts on both sides, we get the following equations

\[
-\frac{1}{2} \frac{\partial^2 a_1}{\partial x^2} + \mu (a_1^3 + a_1 a_1^2 b_1) - \omega a_1 - \gamma a_2 - v \frac{\partial b_1}{\partial x} = 0 ,
\]

\[
-\frac{1}{2} \frac{\partial^2 b_1}{\partial x^2} + \mu (b_1^3 + a_1^2 b_1) - \omega b_1 - \gamma b_2 + v \frac{\partial a_1}{\partial x} = 0 ,
\]

\[
-\frac{1}{2} \frac{\partial^2 a_2}{\partial x^2} + \mu (a_2^3 + a_2 a_2^2 b_2) - \omega a_2 - \gamma a_1 - v \frac{\partial b_2}{\partial x} = 0 ,
\]

\[
-\frac{1}{2} \frac{\partial^2 b_2}{\partial x^2} + \mu (b_2^3 + a_2^2 b_2) - \omega b_2 - \gamma b_1 + v \frac{\partial a_2}{\partial x} = 0 .
\]

We discretize equations (7), (8), (9) and (10) to obtain

\[
-\frac{1}{2} \left( \frac{a_{1,j-1} - 2a_{1,j} + a_{1,j+1}}{h^2} \right) + \mu (a_{1,j}^3 + a_{1,j} a_{1,j}^2 b_{1,j}) - \omega a_{1,j} - \gamma a_{2,j} - v \left( \frac{b_{1,j+1} - b_{1,j-1}}{2h} \right) = 0 ,
\]

\[
-\frac{1}{2} \left( \frac{b_{1,j-1} - 2b_{1,j} + b_{1,j+1}}{h^2} \right) + \mu (b_{1,j}^3 + a_{1,j}^2 b_{1,j}) - \omega b_{1,j} - \gamma b_{2,j} + v \left( \frac{a_{1,j+1} - a_{1,j-1}}{2h} \right) = 0 ,
\]

\[
-\frac{1}{2} \left( \frac{a_{2,j-1} - 2a_{2,j} + a_{2,j+1}}{h^2} \right) + \mu (a_{2,j}^3 + a_{2,j} a_{2,j}^2 b_{2,j}) - \omega a_{2,j} - \gamma a_{1,j} - v \left( \frac{b_{2,j+1} - b_{2,j-1}}{2h} \right) = 0 ,
\]

\[
-\frac{1}{2} \left( \frac{b_{2,j-1} - 2b_{2,j} + b_{2,j+1}}{h^2} \right) + \mu (b_{2,j}^3 + a_{2,j}^2 b_{2,j}) - \omega b_{2,j} - \gamma b_{1,j} + v \left( \frac{a_{2,j+1} - a_{2,j-1}}{2h} \right) = 0 ,
\]

where \( j = 1, 2, ..., N \). The equations (11), (12), (13) and (14) represent a nonlinear system of algebraic equations. We employ Newton’s method with the Neumann boundary conditions \( Z_{n,0} = Z_{n,1} \) and \( Z_{n,N} = Z_{n,N+1}, n = 1, 2, \) to get the travelling coupled dark soliton solutions as depicted in Fig. (1).
3. STABILITY OF TRAVELLING COUPLED DARK SOLITONS

For investigating the stability of travelling coupled dark solitons, we first assume that $Z_1^{(0)}(x)$ and $Z_2^{(0)}(x)$ are the steady state solutions of system of equations (3) and (4). We add very small perturbations $p_1(x, t)$ and $p_2(x, t)$ in these solutions $Z_1^{(0)}$ and $Z_2^{(0)}$ respectively, i.e.

$$Z_1(x, t) = Z_1^{(0)}(x) + p_1(x, t), \quad (15)$$

$$Z_2(x, t) = Z_2^{(0)}(x) + p_2(x, t). \quad (16)$$

We substitute the values of $Z_1(x, t)$ and $Z_2(x, t)$ in equations (3) and (4) and after doing linearization, we obtain

$$i \frac{\partial p_1}{\partial t} = -\frac{1}{2} \frac{\partial^2 p_1}{\partial x^2} + \mu (Z_1^{(0)})^2 \overline{p_1} + 2 \mu |Z_1^{(0)}|^2 p_1 - \omega p_1 - \gamma p_2 + iv \frac{\partial p_1}{\partial x}, \quad (17)$$

$$i \frac{\partial p_2}{\partial t} = -\frac{1}{2} \frac{\partial^2 p_2}{\partial x^2} + \mu (Z_2^{(0)})^2 \overline{p_2} + 2 \mu |Z_2^{(0)}|^2 p_2 - \omega p_2 - \gamma p_1 + iv \frac{\partial p_2}{\partial x}. \quad (18)$$

Here bar denotes the complex conjugate. Taking complex conjugate of equations (17) and (18), we get

$$-i \frac{\partial \overline{p_1}}{\partial t} = -\frac{1}{2} \frac{\partial^2 \overline{p_1}}{\partial x^2} + \mu (Z_1^{(0)})^2 p_1 + 2 \mu |Z_1^{(0)}|^2 \overline{p_1} - \omega \overline{p_1} - \gamma \overline{p_2} - iv \frac{\partial \overline{p_1}}{\partial x}, \quad (19)$$

$$-i \frac{\partial \overline{p_2}}{\partial t} = -\frac{1}{2} \frac{\partial^2 \overline{p_2}}{\partial x^2} + \mu (Z_2^{(0)})^2 p_2 + 2 \mu |Z_2^{(0)}|^2 \overline{p_2} - \omega \overline{p_2} - \gamma \overline{p_1} - iv \frac{\partial \overline{p_2}}{\partial x}. \quad (20)$$

For the sake of simplicity, we substitute $p_1 = \delta_1$, $\overline{p_1} = \sigma_1$, $p_2 = \delta_2$, $\overline{p_2} = \sigma_2$ in equations (17), (18), (19), (20) and obtain
\[ i \frac{\partial \delta_1}{\partial t} = -\frac{1}{2} \frac{\partial^2 \delta_1}{\partial x^2} + \mu (Z_1 (0))^2 \sigma_1 + 2\mu |Z_1 (0)|^2 \delta_1 - \omega \delta_1 - \gamma \delta_2 + iv \frac{\partial \delta_1}{\partial x} = \lambda \delta_1, \quad (21) \]

\[ i \frac{\partial \delta_2}{\partial t} = -\frac{1}{2} \frac{\partial^2 \delta_2}{\partial x^2} + \mu (Z_2 (0))^2 \sigma_2 + 2\mu |Z_2 (0)|^2 \delta_2 - \omega \delta_2 - \gamma \delta_1 + iv \frac{\partial \delta_2}{\partial x} = \lambda \delta_2, \quad (22) \]

\[ i \frac{\partial \sigma_1}{\partial t} = \frac{1}{2} \frac{\partial^2 \sigma_1}{\partial x^2} - \mu (Z_1 (0))^2 \delta_1 - 2\mu |Z_1 (0)|^2 \sigma_1 + \omega \sigma_1 + \gamma \sigma_2 + iv \frac{\partial \sigma_1}{\partial x} = \lambda \sigma_1, \quad (23) \]

\[ i \frac{\partial \sigma_2}{\partial t} = \frac{1}{2} \frac{\partial^2 \sigma_2}{\partial x^2} - \mu (Z_2 (0))^2 \delta_2 - 2\mu |Z_2 (0)|^2 \sigma_2 + \omega \sigma_2 + \gamma \sigma_1 + iv \frac{\partial \sigma_2}{\partial x} = \lambda \sigma_2, \quad (24) \]

where the scalar \( \lambda \) represents the eigenvalues. We discretize the above four equations to get

\[ -\frac{1}{2} \left( \frac{\delta_{1,j+1} - 2\delta_{1,j} + \delta_{1,j-1}}{h^2} \right) + \mu (Z_{1,j} (0))^2 \sigma_{1,j} + 2\mu |Z_{1,j} (0)|^2 \delta_{1,j} - \omega \delta_{1,j} - \gamma \delta_{2,j} + iv \left( \frac{\delta_{1,j+1} - \delta_{1,j-1}}{2h} \right) = \lambda \delta_{1,j}, \quad (25) \]

\[ -\frac{1}{2} \left( \frac{\delta_{2,j+1} - 2\delta_{2,j} + \delta_{2,j-1}}{h^2} \right) + \mu (Z_{2,j} (0))^2 \sigma_{2,j} + 2\mu |Z_{2,j} (0)|^2 \delta_{2,j} - \omega \delta_{2,j} - \gamma \delta_{1,j} + iv \left( \frac{\delta_{2,j+1} - \delta_{2,j-1}}{2h} \right) = \lambda \delta_{2,j}, \quad (26) \]

\[ \frac{1}{2} \left( \frac{\sigma_{1,j+1} - 2\sigma_{1,j} + \sigma_{1,j-1}}{h^2} \right) - \mu (Z_{1,j} (0))^2 \delta_{1,j} - 2\mu |Z_{1,j} (0)|^2 \sigma_{1,j} + \omega \sigma_{1,j} + \gamma \sigma_{2,j} + iv \left( \frac{\sigma_{1,j+1} - \sigma_{1,j-1}}{2h} \right) = \lambda \sigma_{1,j}, \quad (27) \]

\[ \frac{1}{2} \left( \frac{\sigma_{2,j+1} - 2\sigma_{2,j} + \sigma_{2,j-1}}{h^2} \right) - \mu (Z_{2,j} (0))^2 \delta_{2,j} - 2\mu |Z_{2,j} (0)|^2 \sigma_{2,j} + \omega \sigma_{2,j} + \gamma \sigma_{1,j} + iv \left( \frac{\sigma_{2,j+1} - \sigma_{2,j-1}}{2h} \right) = \lambda \sigma_{2,j}, \quad (28) \]

where \( j = 1, 2, \ldots, N \). Applying the Neumann boundary conditions \( \delta_{n,0} = \delta_{n,1} \) and \( \sigma_{n,N} = \sigma_{n,N+1} \), \( n = 1, 2 \), the above system of equations (25), (26), (27) and (28) can be written as an eigenvalue problem

\[ CY = \lambda Y, \]

where
\[
C = \begin{bmatrix}
C_1 & -E & D_1 & 0 \\
-E & C_2 & 0 & D_2 \\
-D_1 & 0 & C_3 & E \\
0 & -D_2 & E & C_4 \\
\end{bmatrix},
\]

\[
C_1 = \begin{bmatrix}
\frac{1}{2h^2} + 2\mu|Z_{1,1}^{(0)}|^2 - \omega - \frac{iv}{2h} & -1 + \frac{iv}{2h} & 0 & 0 & \cdots & 0 \\
-1 - \frac{iv}{2h} & \frac{1}{h^2} + 2\mu|Z_{1,2}^{(0)}|^2 - \omega & -1 + \frac{iv}{2h} & 0 & \cdots & 0 \\
0 & -1 - \frac{iv}{2h} & \frac{1}{h^2} + 2\mu|Z_{1,3}^{(0)}|^2 - \omega & -1 + \frac{iv}{2h} & \cdots & 0 \\
0 & 0 & \cdots & \frac{1}{2h^2} + 2\mu|Z_{1,N}^{(0)}|^2 - \omega + \frac{iv}{2h} \\
\end{bmatrix},
\]

\[
C_2 = \begin{bmatrix}
\frac{1}{2h^2} + 2\mu|Z_{2,1}^{(0)}|^2 - \omega - \frac{iv}{2h} & -1 + \frac{iv}{2h} & 0 & 0 & \cdots & 0 \\
-1 - \frac{iv}{2h} & \frac{1}{h^2} + 2\mu|Z_{2,2}^{(0)}|^2 - \omega & -1 + \frac{iv}{2h} & 0 & \cdots & 0 \\
0 & -1 - \frac{iv}{2h} & \frac{1}{h^2} + 2\mu|Z_{2,3}^{(0)}|^2 - \omega & -1 + \frac{iv}{2h} & \cdots & 0 \\
0 & 0 & \cdots & \frac{1}{2h^2} + 2\mu|Z_{2,N}^{(0)}|^2 - \omega + \frac{iv}{2h} \\
\end{bmatrix},
\]

\[
C_3 = \begin{bmatrix}
-\frac{1}{2h^2} - 2\mu|Z_{1,1}^{(0)}|^2 + \omega - \frac{iv}{2h} & \frac{1}{2h^2} + \frac{iv}{2h} & 0 & 0 & \cdots & 0 \\
\frac{1}{2h^2} - \frac{iv}{2h} & -\frac{1}{h^2} - 2\mu|Z_{1,2}^{(0)}|^2 + \omega & \frac{1}{2h^2} + \frac{iv}{2h} & 0 & \cdots & 0 \\
0 & \frac{1}{2h^2} - \frac{iv}{2h} & -\frac{1}{h^2} - 2\mu|Z_{1,3}^{(0)}|^2 + \omega & \frac{1}{2h^2} + \frac{iv}{2h} & \cdots & 0 \\
0 & 0 & \cdots & \frac{1}{2h^2} - 2\mu|Z_{1,N}^{(0)}|^2 + \omega + \frac{iv}{2h} \\
\end{bmatrix},
\]

\[
C_4 = \begin{bmatrix}
-\frac{1}{2h^2} - 2\mu|Z_{2,1}^{(0)}|^2 + \omega - \frac{iv}{2h} & \frac{1}{2h^2} + \frac{iv}{2h} & 0 & 0 & \cdots & 0 \\
\frac{1}{2h^2} - \frac{iv}{2h} & -\frac{1}{h^2} - 2\mu|Z_{2,2}^{(0)}|^2 + \omega & \frac{1}{2h^2} + \frac{iv}{2h} & 0 & \cdots & 0 \\
0 & \frac{1}{2h^2} - \frac{iv}{2h} & -\frac{1}{h^2} - 2\mu|Z_{2,3}^{(0)}|^2 + \omega & \frac{1}{2h^2} + \frac{iv}{2h} & \cdots & 0 \\
0 & 0 & \cdots & \frac{1}{2h^2} - 2\mu|Z_{2,N}^{(0)}|^2 + \omega + \frac{iv}{2h} \\
\end{bmatrix}
\]
The solution will be stable if all the eigenvalues are real. But, if, at least one of the eigenvalues is imaginary, the solution will be unstable.

The eigenvalues of the stability matrix $C$ are evaluated and are depicted in Fig. 2. It is easy to see that a few of the eigenvalues are lying vertically while all the remaining eigenvalues are lying horizontally. The eigenvalues lying vertically shows that the travelling coupled dark soliton is unstable. For the verification of the results obtained, we perform the numerical integration of the system of equations (3) and (4) by perturbing the solution shown in Fig. 1. In particular, the numerical integration is done by applying the fourth order Runge-Kutta method. The contour plot of the time evolution of travelling coupled dark soliton is shown in Fig. 3. The radiation are emerging at nearly $t = 35$ and reveals that the solution is unstable which justifies the results already obtained. The instability causes the solution to move away from the centre. Moreover, the density of the atoms in one of the panels go on increasing with time.

\[
D_1 = \begin{bmatrix}
\mu (Z_{1,1}^{(0)})^2 & 0 & 0 & \ldots & 0 \\
0 & \mu (Z_{1,2}^{(0)})^2 & 0 & \ldots & 0 \\
0 & 0 & \mu (Z_{1,3}^{(0)})^2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mu (Z_{1,N}^{(0)})^2
\end{bmatrix},
\]

\[
D_2 = \begin{bmatrix}
\mu (Z_{2,1}^{(0)})^2 & 0 & 0 & \ldots & 0 \\
0 & \mu (Z_{2,2}^{(0)})^2 & 0 & \ldots & 0 \\
0 & 0 & \mu (Z_{2,3}^{(0)})^2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mu (Z_{2,N}^{(0)})^2
\end{bmatrix},
\]

\[
E = \begin{bmatrix}
\gamma & 0 & 0 & \ldots & 0 \\
0 & \gamma & 0 & \ldots & 0 \\
0 & 0 & \gamma & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \gamma
\end{bmatrix}.
\]

Fig. 2. The layout of eigenvalues for the solution presented in Fig. 1. Some of the eigenvalues are not on the horizontal axis and indicate the instability of the solution.
We then investigate the stability of the travelling coupled dark soliton for different values of velocity $v$. It is observed that the critical value $\gamma_c$ of the coupling parameter $\gamma$ at which the solution becomes stable varies with $v$. When $v = 0$, the critical value of the coupling strength is $1/3$. This agrees with the result in [13] and is shown in Fig. (4) by brown dotted curve. For different nonzero values of $v$, we find the critical values $\gamma_c$ by plotting the stability curves as displayed in Fig. (4). One can see that $\gamma_c$ decreases with $v$ and tends to zero as $v$ goes to 1. The graph of $\gamma_c$ versus $v$ is shown in Fig. (5). The travelling coupled dark soliton exists and is unstable below the curve while it is stable above the curve in its domain of existence. This means that the instability of travelling coupled dark soliton can be managed by having a control over the coupling strength.

**Fig. 3.** The contour plot for the time evolution of the solution shown in Fig. (1). Radiation are emerging and the solution shifts away from the centre due to instability.

**Fig. 4.** The graph of coupling strength versus the maximum value of the imaginary parts of the eigenvalues corresponding to different values of velocity. The dotted curve is for zero velocity and shows that the value of critical coupling is $1/3$. The other curves correspond to the non zero velocity and depict that the value of critical coupling decreases with velocity.
Fig. 5. The graph of velocity versus the corresponding values of critical coupling $\gamma_c$. Below the curve, the coupled dark soliton solutions exist and are unstable, while they are stable above the curve in their domain of existence.

4. CONCLUSIONS

In this paper, we have examined the existence and stability of matter wave travelling coupled dark solitons in two quasi one-dimensional parallel coupled BEC. It has been found that the travelling coupled dark solitons moving with velocity $v$ exist for $v \leq 1$. The stability of travelling coupled dark soliton solutions has been investigated while varying the value of coupling strength. The region in the $v\gamma_c$ -plane was determined in which the travelling coupled dark solitons were found to be unstable. However, the instability of travelling dark soliton can be controlled through the coupling strength.

5. REFERENCES

Characterizing Semirings using Their Quasi and Bi-Ideals

Mohammad Munir*,1, and Mustafa Habib2

1Department of Mathematics, Government Postgraduate College, Abbottabad, Pakistan
2Department of Mathematics, University of Engineering and Technology, Lahore, Pakistan

Abstract: Quasi-ideals in a semiring are the generalization of one-sided right ideals and left ideals. Bi-ideals are generalized form of the quasi-ideals. This paper is concerned with these two types of ideals in the semirings from pure algebraic point of view. We shall characterize three important classes of semirings namely regular semirings, intra-regular semirings and weakly regular semirings by the characteristics of their quasi and bi-ideals along with their right and left-ideals.

Keywords: Quasi-ideal, bi-ideal, regular semiring, intra-regular semiring, weakly-regular semiring

1. INTRODUCTION

Regular rings were introduced by Von Neumann in 1936, in order to clarify certain aspects of Operator Algebras. Since then regular rings have been very extensively studied for their own sake and for the sake of their links with the Operator Algebras. Semirings as generalized rings having no negative elements were initially defined by Vandiver in 1934 [1]. They have wide range applications in theoretical computer science. The algorithms for dynamic programming uses the theory of semirings.


Lajos and Szasz [6] introduced the concept of bi-ideals for the associative rings. Quasi-ideals are the one-sided ideals and bi-ideals are their generalization. In this way, the study of the quasi-ideals and bi-ideals become as important as other ideals.

We present some basic concepts used in the context of semiring theory from the literature for our later pursuit in Section 2. Section 3 deals with the characterization of regular semirings by the properties of their quasi and bi-ideals. The intra-regular and weakly regular semirings are characterized in Sections 4 and 5 respectively. For undefined terms, we refer to [7] and [8].

2. FUNDAMENTAL CONCEPTS

Definition 2.1. A semiring is a nonempty set \( A \) possessing two binary operations + (Addition) and \(*\) (Multiplication) such that \((A, +)\) is a commutative semigroup and \((A, \ast)\) is generally a non-commutative semigroup; connecting the two algebraic structures are the distributive laws; \( a(b + c) = ab + ac \) and \((a + b)c = ac + bc, \forall a, b, c \in A \).

Definition 2.2. A subsemiring of a semiring \((A, +, \ast)\) is its nonempty subset \( S \) provided it is itself a semiring under the operation of \( A \).

Definition 2.3. A subsemiring of a semiring \((A, +, \ast)\) is its nonempty subset \( S \) provided it is itself a semiring under the operation of \( A \).

Definition 2.4. Let \((A, +, \ast)\) be a semiring. A
quasi-ideal \( Q \) of \( A \) is a subsemigroup \((Q, +)\) of \( A \) such that \( AQ \cap QA \subseteq Q \) [4].

Each quasi-ideal of a semiring \( A \) is its subsemiring. Every one-sided ideal of \( A \) is its quasi-ideal. Since intersection of any family of quasi-ideals of \( A \) is its quasi-ideal [5], so intersection of a right ideal \( R \) and a left-ideal \( L \) of \( A \) is a quasi-ideal of \( A \). Both the sum and the product of two or more quasi-ideals of \( A \) need not be its quasi-ideal [5].

**Definition 2.5.** Let \((A, +, \ast)\) be a semiring. A bi-ideal \( B \) is a subsemiring of \( A \) if \( BAB \subseteq B \).

Every quasi-ideal, product of two quasi-ideals e.g., the product \( RL \) of a semiring \( A \) is its bi-ideal. However, every bi-ideal is not its quasi-ideal [5].

The product \( TB \) and \( BT \) of an arbitrary subset \( T \) and bi-ideal \( B \) of a semiring \( A \) is its bi-ideals. Since the product of two bi-ideals of a semiring is a bi-ideal, so is the intersection of their any finite or infinite family.

### 3. CHARACTERIZING REGULAR SEMIRINGS

**Definition 3.1.** An element \( a \) of a semiring \( A \) is called regular if \( axa = a \) for some \( x \in A \).

Semiring \( A \) is called regular if each element of \( A \) is regular [9]. If \( a \) is a regular element, then \( ax \) and \( xa \) are idempotent as \( axax = (axa)x = ax \) and \( xa . xa = x(axa) = xa \).

We begin to characterize the regular semirings by the following theorem.

**Theorem 3.1.** The results given below are equivalents [5]:

1. \( A \) is regular,
2. \( RL = R \cap L \) for every right-ideal \( R \) and left-ideal \( L \) of \( A \),
3. (a) \( R^2 = R \), (b) \( L^2 = L \), and (c) \( RL \) is a quasi-ideal of \( A \),
4. The set of quasi-ideals of \( A \) is a regular(multiplicative) semigroup,
5. Each quasi-ideal \( Q \) is expressed as \( QAQ = Q \).

**Proof:**

1. \( \Rightarrow \) 2: If \( R \) and \( L \) are respectively the right and the left ideals of \( A \), then clearly \( RL \subseteq R \cap L \). For the converse, let \( x \in R \cap L \), then \( x \in A \) and as \( A \) is regular, so for some \( y \in A \), we have \( x = xyx = (xy)x \in RL \) because \( R \) is right ideal. Thus \( R \cap L = RL \).

2. (2) \( \Rightarrow \) (3): Let \( RL = R \cap L \). Since \( R \cap L \) is a quasi-ideal [5], \( RL \) is a quasi-ideal of \( A \). Now if \( A \) is a semiring, then the ideal generated by the right ideal \( R \) is \( R + AR \), so by (2), we have \( R = R \cap (R + AR) = R(R + AR) = R^2 + (RA)R \subseteq R^2 + R^2 \subseteq R^2 \); i.e., \( R \subseteq R^2 \), i.e., \( R^2 = R \).

Similarly, we can prove that \( L^2 = L \).

3. (3) \( \Rightarrow \) (4): Suppose (3) holds and let \( K \) be the set of quasi-ideals of \( A \), then \( Q + AQ \) is its left-ideal generated by \( Q \). So by (3), we get \( Q \subseteq Q + AQ = (Q + AQ)^2 = (Q + AQ)(Q + AQ) = Q^2 + QAQ + AQ \cap QA = AQ + AQ \subseteq AQ \) i.e., \( Q \subseteq AQ \). Similarly, we can show that \( Q \subseteq Q \).

Thus \( Q \subseteq Q \).

4. (4) \( \Rightarrow \) (1): Suppose \( (4) \) holds and let \( K \) be the set of quasi-ideals of \( A \), then \( Q + AQ \) is its left-ideal generated by \( Q \). So by (4), we get \( Q \subseteq Q + AQ \).

5. (5) \( \Rightarrow \) (1): Suppose \( (5) \) holds and let \( K \) be the set of quasi-ideals of \( A \), then \( Q + AQ \) is its left-ideal generated by \( Q \). So by (5), we get \( Q \subseteq Q + AQ \).

Now using (3(c) and (3.1), we get

\[
(1) \Rightarrow (2): \text{If } R \text{ and } L \text{ are respectively the right and the left ideals of } A, \text{ then clearly } RL \subseteq R \cap L. \text{ For the converse, let } x \in R \cap L, \text{ then } x \in A \text{ and as } A \text{ is regular, so for some } y \in A, \text{ we have } x = xyx = (xy)x \in RL \text{ because } R \text{ is right ideal. Thus } R \cap L = RL.
\]

\[
(2) \Rightarrow (3): \text{Let } RL = R \cap L. \text{ Since } R \cap L \text{ is a quasi-ideal [5], } RL \text{ is a quasi-ideal of } A. \text{ Now if } A \text{ is a semiring, then the ideal generated by the right ideal } R \text{ is } R + AR, \text{ so by (2), we have } R = R \cap (R + AR) = R(R + AR) = R^2 + (RA)R \subseteq R^2 + R^2 \subseteq R^2; \text{ i.e., } R \subseteq R^2, \text{ i.e., } R^2 = R. \text{ Similarly, we can prove that } L^2 = L.
\]

\[
(3) \Rightarrow (4): \text{Suppose (3) holds and let } K \text{ be the set of quasi-ideals of } A, \text{ then } Q + AQ \text{ is its left-ideal generated by } Q. \text{ So by (3), we get } Q \subseteq Q + AQ = (Q + AQ)^2 = (Q + AQ)(Q + AQ) = Q^2 + QAQ + AQ \cap QA = AQ + AQ \subseteq AQ \text{ i.e., } Q \subseteq AQ. \text{ Similarly, we can show that } Q \subseteq Q. \text{ Since } Q \text{ is quasi-ideal, } AQ \cap QA \subseteq Q \text{ i.e., } AQ \cap QA = Q \text{ } \ast \text{... (3.1)}.
\]

\[
\text{Now using (3(c) and (3.1), we get } RL = ARL \cap ARL \text{... (3.2)}
\]

\[
\text{for right-ideal } R \text{ and left-ideal } L \text{ of } A. \text{ Now we shall prove that } Q_1Q_2 \text{ of two quasi-ideals } Q_1 \text{ and } Q_2 \text{ is a quasi-ideal of } A. \text{ By property (3(a) and (3(b), we have } AQ_1Q_2 = (AQ_1Q_2)(AQ_1Q_2) = (AQ_1Q_2)(A.AQ_1Q_2), \text{ and } Q_1Q_2A = (Q_1Q_2A)(Q_1Q_2A) = (Q_1Q_2AA)(Q_1Q_2A). \text{ Thus using Equation (3.2), we get }
\]

\[
Q_1Q_2A \cap AQ_1Q_2 = (Q_1Q_2A)(AQ_1Q_2)A
\]

\[
\cap A(Q_1Q_2A)(AQ_1Q_2)
\]

\[
= (Q_1Q_2A)(AQ_1Q_2)Q \subseteq Q_1Q_2Q \subseteq Q_1Q_2
\]

\[
i.e., (Q_1Q_2A) \cap A(Q_1Q_2) \subseteq Q_1Q_2. \text{ So, } Q_1Q_2 \text{ is a quasi-ideal of } A. \text{ Since the multiplication of quasi-ideals of the semiring } A \text{ is associative in } K, \text{ so } K \text{ is a semigroup. Finally, we shall show that } K \text{ is a regular semigroup. If } Q \text{ is an arbitrary quasi-ideal of } A, \text{ then the properties } 3(a), 3(b) \text{ and the Relations (3.1) and (3.2) imply that } Q = QA \cap AQ = (QA.AQ)A \cap A(QA.AQ) = QA.AQ = QAQ \subseteq Q. \text{ So } Q = QAQ. \text{ Thus } K \text{ is a regular semigroup.}
\]
(4) \implies (5): Let \( Q \) be a quasi-ideal of \( A \). By assumption (4), we can find a Quasi-ideal \( X \) of \( A \) so that \( Q = QXQ \subseteq QAQ \subseteq AQ \cap QA \subseteq Q \); i.e., \( Q = QAQ \).

(5) \implies (1): Let \( b \in A \) and \((b)_L\) and \((b)_R\) be the principal left-ideal and the principal right-ideal of \( A \) generated by \( b \), then since the intersection of a left and right ideal is a Quasi-ideal, \((b)_L \cap (b)_R\) is a quasi-ideal of \( A \), so by (5), we have \((b)_L \cap (b)_R = (\{(b)_L \cap (b)_R\})A((b)_L \cap (b)_R) \subseteq (b)_L\!A(b)_R\). Since \( b \in (b)_L \cap (b)_R \), it follows that \( b \in (b)_R\!A(b)_L \). But \((b)_R\!A = bA\) and \((b)_L = Ab\), therefore \( b \in bA(b)_L = bAb \) i.e., \( b \in bAb \) i.e., \( A \) is regular.

The following theorem signifies when a bi-ideal of a semiring is a quasi-ideal.

**Theorem 3.2.** Let \( A \) be a semiring. Then the following assertions hold [5]:

1. Every quasi-ideal \( Q \) of \( A \) can be written in the form as \( Q = R \cap L = RL \), where \( R \) is the right and \( L \) is the left-ideal,
2. If \( Q \) is a quasi-ideal of \( A \), then \( Q^2 = Q^3 \),
3. Every bi-ideal of \( A \) is its quasi-ideal,
4. Every bi-ideal of any two-sided ideal of \( A \) is a quasi-ideal of \( A \).

**Proof:**

1. Let \( A \) be a semiring and \( Q \) be a quasi-ideal of \( A \) then \( R = \{Q\}_R = Q + QA = QA \), and \( L = \{Q\}_L = Q + AQ = AQ \). Clearly \( Q \subseteq R \cap L = QA \cap AQ \subseteq Q \) i.e., \( Q = R \cap L \). But \( A \) is a regular semiring, therefore \( Q = R \cap L = RL \) by Theorem 3.2.

2. \( Q^3 \subseteq Q^2 \) always holds. We have to show that \( Q^2 \subseteq Q^3 \). By Theorem 3.1, \( Q^2 \) is a quasi-ideal of \( A \). Furthermore \( Q^2 = Q^2AQ^2 = QAQQ \subseteq QQ \) \( = Q^3 \) i.e., \( Q^2 \subseteq Q^3 \).

3. Let \( B \) be a bi-ideal of \( A \), then \( AB \) respectively \( BA \) are left and right-ideal of \( A \), therefore from Theorem 3.1, we have \( BA \cap AB = BAAB = BAB \subseteq B \) i.e., \( BA \cap AB \subseteq B \) i.e., \( B \) is a quasi-ideal of \( A \).

4. Finally let \( C \) be an ideal of \( A \) and \( B \) be a bi-ideal of \( C \). Then obviously \( C \) is a regular subsemiring of \( A \). By (3), \( B \) is a quasi-ideal of \( C \). Now \( BAB \subseteq BAB \subseteq CAB \subseteq BC \cap CB \subseteq B \) i.e., \( BAB \subseteq B \) i.e., \( B \) is a bi-ideal of \( A \). Again by (3), \( B \) is a bi-ideal of \( A \).

**Theorem 3.3.** Let \( A \) be a semiring with \( I \), then \( A \) is a division semiring if and only if it has no proper bi-ideals.

**Proof.** Let \( A \) be a semiring with \( I \) and \( B \neq 0 \) be a bi-ideal of \( A \). Let \( 0 \neq b \in B \). Since \( A \) is a division ring, so \( bA = Ab = A \). But \( bA \) is a right-ideal and \( A \) is regular, so \( bA \cap Ab = (bA)(Ab) \) [5]. Therefore, Theorem 3.1 gives, \( A = bAb \subseteq BAB \subseteq B \) i.e., \( A \subseteq B \). But \( B \subseteq A \), so \( A = B \). Hence \( A \) has no proper bi-ideal.

Conversely, if \( A \) has no proper bi-ideal. Let \( 0 \neq a \in A \), then \( aA \) and \( Aa \) are respectively the right and left-ideal of \( A \) and are bi-ideals. Thus either \( aA = A(Aa = A) \) or \( aA = 0(Aa = 0) \). But \( a \in aA(a \in Aa) \), so \( aA = A \) and \( Aa = A \). Thus \( A \) is a division semiring.

**Theorem 3.4.** For the semiring \( A \), the following conditions are equivalents:

1. \( A \) is regular,
2. For any bi-ideal \( B \) of \( A, B = BAB \),
3. For any quasi-ideal \( Q \) of \( A, Q = QAQ \).

**Proof.** (1) if and only if (3) proved in Theorem 3.1. For a regular semiring, the concept of quasi-ideal coincides with the concept of bi-ideal, so (1) if and only if (2).

**Theorem 3.5.** The following results are equivalents for a semiring \( A \) for all bi-ideals \( B \), quasi-ideals \( Q \) and any ideal \( A \):

1. \( A \) is regular,
2. \( I \cap B = BIB \),
3. \( I \cap Q = QIQ \).

**Proof:** (1) \( \implies \) (2): Suppose \( A \) is a semiring and \( I \) is any ideal of \( A \) and \( B \) is any bi-ideal of \( A \) then \( BIB \subseteq I \) and \( BIB \subseteq BAB \subseteq B \). Thus \( BIB \subseteq I \cap B \). Let \( x \in I \cap B \) then \( x = xyy \) for some \( y \in A \). Now \( x = xyy = x(yxy)x \in BIB \). Thus \( I \cap B = BIB \).
(2) ⇒ (3): Let I be any ideal of A and Q any quasi-ideal of A. As every quasi-ideal is bi-ideal, therefore by (2), \( I \cap Q = QI \).

(3) ⇒ (1): Since A is an ideal of itself, therefore by (3), \( A \cap Q = QAQ \), i.e., \( Q = QAQ \). Hence by Theorem 3.2, A is a regular semiring.

**Theorem 3.6.** The following conditions are equivalent for a semiring A for all its right-ideal R, left-ideal L, Quasi-ideal Q and bi-ideal B:

1. A is regular,
2. \( R \cap B \subseteq RB \),
3. \( R \cap Q \subseteq RQ \),
4. \( L \cap B \subseteq BL \),
5. \( L \cap Q \subseteq QL \),
6. \( R \cap B \cap L \subseteq RBL \),
7. \( R \cap Q \cap L \subseteq RQL \).

**Proof.** (1) ⇒ (2): Let \( x \in R \cap B \), so \( x \in R \) & \( x \in B \). Since A is regular, there is \( y \in A \) such that \( x = xyx \). Now \( x = (xy)x \in RB \). Thus \( R \cap B \subseteq RB \).

(2) ⇒ (3): Since every quasi-ideal is a bi-ideal, therefore by (2), \( R \cap Q \subseteq RQ \).

(3) ⇒ (1): Since every one-sided ideal is a quasi-ideal, therefore by (3), \( R \cap L \subseteq RL \). But \( RL \subseteq R \cap L \). Therefore, \( R \cap L = RL \). Hence by Theorem 3.2, A is a regular semiring. Similarly, we can show that (1) if and only if (4) if and only if (5) if and only if (1).

(1) ⇒ (6): \( R \cap B \cap L \subseteq (R \cap B) \cap L \subseteq (RB) \cap L \) by (2). Now \( RB \) is a bi-ideal, so by (4), \( L \cap (RB) \subseteq (RB)L \). Thus \( R \cap B \cap L \subseteq RBL \).

(1) ⇒ (7): Since every quasi-ideal is a bi-ideal, therefore by (6), \( R \cap Q \cap L \subseteq RQL \) for right-ideal \( R \), left-ideal \( L \) and quasi-ideal \( Q \) of A.

(7) ⇒ (1): Then by (7), \( R \cap A \cap L \subseteq RAL = (RA)L \subseteq RL \). Also \( R \cap L = R \cap A \cap L \). Thus \( R \cap L \subseteq RL \). But \( RL \subseteq R \cap L \) always. Hence \( R \cap L = RL \). Thus by Theorem 3.1, A is a semiring.

**Proposition 3.1.** Let A be a semiring with multiplicative identity 1, then the following are equivalent:

1. \( R \cap L \subseteq LR \) for any right-ideal R and left-ideal L of A,
2. \( R \cap R = R \) for any right-ideal R of A,
3. \( Q \cap Q = Q \) for any quasi-ideal Q of A.

**Proof.** (1) ⇒ (2): Let \( a \in A \) be any right-ideal R and \( L = Aa \) be the right and the left-ideal generated by \( a \) respectively. Then by \( R \cap L \subseteq LR \), \( a \in R \cap L \) \( a \in LR \). So \( a = \sum_{i=1}^{n} x_i a^2 y_i \), where \( x_i, y_i \in A \).

(2) ⇒ (1): Let \( a \in R \cap L \). Then \( a \in R \) and \( a \in L \). By (2), \( a = \sum_{finite} x_i a^2 y_i = \sum_{finite} x_i (a y_i) \in RL \). So \( R \cap L \subseteq LR \).

### 4. Characterizing Intra-Regular Semirings

Intra-regular semiring is also an important class of semirings which can be studied by the properties of their quasi and bi-ideals.

**Definition 4.1.** A semiring A with multiplicative identity 1 is called intra-regular if every \( a \in A \) can be written as \( a = \sum_{finite} x_i a^2 y_i \), where \( x_i, y_i \in A \).

Thus a semiring A with multiplicative identity 1 is called intra-regular if it satisfies one of the conditions of Proposition 3.1.

The next theorem states that the bi-ideals and quasi-ideal are idempotent for intra-regular and regular semiring.

**Theorem 4.1.** For a semiring with 1, the following are equivalents:

1. A is both regular and intra-regular,
2. \( B^2 = B \) for every bi-ideal B of A,
3. \( Q^2 = Q \) for every quasi-ideal Q of A.

**Proof:** (1) ⇒ (2): Let \( B \) be any bi-ideal of A, then \( B^2 \subseteq BAB \), since A contains multiplicative identity 1. But \( BAB \subseteq B \). Thus \( B^2 \subseteq B \). Let \( b \in B \) then \( b = b b \) for some \( x \in A \), since A is regular. Also since A is intra-regular, \( b = \sum_{finite} x_i b^2 y_i \), for some \( x_i, y_i \in A \). Thus
Theorem 4.2. The following conditions are equivalent for a semiring \( A \) with identity:

1. \( A \) is both regular and intra-regular,
2. \( B_1 \cap B_2 \subseteq (B_1 B_2) \cap (B_2 B_1) \) for any bi-ideal \( B_1 \) and \( B_2 \) of \( A \),
3. \( B \cap Q \subseteq (BQ) \cap (QB) \) for any bi-ideal \( B \) and quasi-ideal \( Q \) of \( A \),
4. \( Q_1 \cap Q_2 \subseteq (Q_1 Q_2) \cap (Q_2 Q_1) \) for any quasi-ideals \( Q_1 \) and \( Q_2 \) of \( A \),
5. \( B \cap R \subseteq (BR) \cap (RB) \) for any bi-ideal \( B \) and right-ideal \( R \) of \( A \),
6. \( Q \cap R \subseteq (QR) \cap (RQ) \) for any quasi-ideal \( Q \) and right-ideal \( R \) of \( A \),
7. \( B \cap L \subseteq (BL) \cap (LB) \) for any bi-ideal \( B \) left-ideal \( L \) of \( A \),
8. \( Q \cap L \subseteq (BQ) \cap (QB) \) for any quasi-ideal \( Q \) and left-ideal \( L \) of \( A \),
9. \( R \cap L \subseteq (LR) \cap (RL) \) for any right-ideal \( R \) and left-ideal \( L \) of \( A \).

**Proof.** (1) \( \Rightarrow \) (2): Since \( B_1 \cap B_2 \) is a bi-ideal of \( A \), so by Theorem 4.2, \( B_1 \cap B_2 = (B_1 \cap B_2)(B_1 \cap B_2) \subseteq B_1 B_2 \). Also \( B_1 \cap B_2 \subseteq B_2 B_1 \). Thus \( B_1 \cap B_2 \subseteq (B_1 B_2) \cap (B_2 B_1) \).

(2) \( \Rightarrow \) (3): As every quasi-ideal is bi-ideal, therefore by (2), \( B \cap Q \subseteq (BQ) \cap (QB) \).

(3) \( \Rightarrow \) (6): As every right-ideal is quasi-ideal, therefore by (4), \( Q \cap R \subseteq (QR) \cap (RQ) \).

(6) \( \Rightarrow \) (9): As every left-ideal is quasi-ideal, therefore by (6), \( L \cap R \subseteq (RL) \cap (RL) \).

(9) \( \Rightarrow \) (1): Since \( R \cap L \subseteq (RL) \cap (RL) \), so \( R \cap L \subseteq L \). But \( L \subseteq R \cap L \), therefore \( R \cap L = RL \). Hence \( A \) is regular. \( R \cap L \subseteq LR \) implies that \( A \) is intra-regular. Thus we have shown that

(1) \( \Rightarrow \) (2) \( \Rightarrow \) (3) \( \Rightarrow \) (4) \( \Rightarrow \) (6) \( \Rightarrow \) (9) \( \Rightarrow \) (1).

Similarly we can show that

(1) \( \Rightarrow \) (2) \( \Rightarrow \) (5) \( \Rightarrow \) (9) \( \Rightarrow \) (1).

Theorem 4.3. The following conditions are equivalent for a semiring \( A \) with 1 for its any right-ideal \( R \), left-ideal \( L \), bi-ideal \( B \) and quasi-ideal \( Q \):

1. \( A \) is both regular and intra-regular,
2. \( B \cap L \subseteq BLB \),
3. \( B \cap R \subseteq BRB \),
4. \( Q \cap L \subseteq QLQ \),
5. \( Q \cap R \subseteq QRQ \).

**Proof.** (1) \( \Rightarrow \) (2): Take \( a \in B \cap L \), then \( a \in B \) & \( a \in L \). Since \( A \) is regular and intra-regular, therefore \( a = axa \) and \( a = \sum_{finite} x_i a^2 y_i \), where \( x, x_i, y_i \in A \). Now \( a = axa = aaxaxa = a(\sum_{finite} x_i a^2 y_i)xa = a(\sum_{finite} xx_i a^2 y_i xa) = a(\sum_{finite} xx_i a)(ya_ixa) \in BLB \), because \( ay_i xa \in BAB \subseteq B \).

(2) \( \Rightarrow \) (4): Since a quasi-ideal is a bi-ideal, therefore by (2), \( Q \cap L \subseteq QLQ \).

(4) \( \Rightarrow \) (1): \( R \) being right ideal is a quasi-ideal, so by (4), \( R \cap L \subseteq RLR \subseteq LR \). Thus by Proposition (3.1), \( A \) is intra-regular. Now let \( I \) be any ideal of \( A \), then \( I \) is a left-ideal so by (4), \( Q \cap I \subseteq QIQ \). On the other hand, \( QIQ \subseteq QAQ \subseteq Q \cap I \), so \( QIQ \subseteq Q \cap I \). Thus \( Q \cap I \subseteq QIQ \). So by Theorem (3.5), \( A \) is regular. Similarly, we can show that

(1) \( \Rightarrow \) (3) \( \Rightarrow \) (4) \( \Rightarrow \) (5) \( \Rightarrow \) (1).
5. CHARACTERIZING WEAKLY-REGULAR SEMIRINGS

Analogous to von Neumann regular rings, a ring $R$ is weakly-regular if $x \in (xR)^2$ for each $x \in R$. These rings were introduced by Brown and McCoy [10], later investigated by Rammamurthy [11]. Here we characterize weakly-regular semirings using their quasi-ideals and bi-ideals.

Definition 5.1. A semiring $A$ is called a right weakly-regular semiring if for each $x \in A$, $x \in (xA)^2$. Thus, if $A$ is commutative then $A$ is weakly-regular if and only if $A$ is regular. In general, however, regular semirings form a proper subclass of weakly-regular semirings.

We start to give their characterization by following theorem.

Theorem 5.1. The following are equivalent for a semiring $A$ with $I$:

1. $A$ is weakly-regular,
2. $R^2 = R$ for all right-ideal $R$ of $A$,
3. For every ideal $I$ of $A$, $R \cap I = RI$.

Proof: (1) \(\Rightarrow\) (2): Clearly $R^2 \subseteq R$. For the converse, let $x \in R$; so $x \in (xR)^2$. Hence $x \in R^2$, so $R = R^2$.

(2) \(\Rightarrow\) (3): Let $x \in I$. Since $x \in (xA) = (xA)^2$, it follows that $x = xy$, for some $y \in I$. For a right-ideal $R$ of $A$, clearly $RI \subseteq R \cap I$. Let $x \in R \cap I$. Then there exists $y \in I$ such that $x = xy$. Thus $x \in RI$ i.e., $R \cap I \subseteq RI$, so $R \cap I = RI$.

(3) \(\Rightarrow\) (1): Let $x \in A$. Then $x \in (xA) \cap (AxA) = (xA)(AxA) \subseteq (xA)(AxA)$ i.e., $x \in (xA)^2$. Hence $A$ is right weakly-regular.

Theorem 5.2. For a semiring $A$ with identity 1, the following conditions are equivalent for all bi-ideal $B$, quasi-ideal $Q$, ideal $I$ and right-ideal $R$ of $A$,

1. $A$ is right weakly-regular,
2. $B \cap I \cap R \subseteq BI_R$,
3. $Q \cap I \cap R \subseteq QI_R$.

Proof. (1) \(\Rightarrow\) (2): Let $x \in I \cap R \Rightarrow x \in B, x \in I$ and $x \in R$. Since $x \in A$ and $A$ is right weakly-regular, therefore $x \in (xA)^2$. i.e., $x = \sum_{finite} x_{i}x_s_i$ for some, $s_i \in A$. Now, $x = \sum_{finite} x_{i}x_s_i = \sum_{finite} x_i x_s_i\tau_i = \sum_{finite} x_i x_s_s_i| \tau_i$, where $a_i, a_p, c_i \in A$. Thus $x = \sum_{finite} x(a_i x b_i x) c_i \in BIR$. Hence $B \cap I \cap R \subseteq BIR$.

(1) \(\Rightarrow\) (3): Every quasi-ideal is a bi-ideal, therefore by (2), $Q \cap I \cap R \subseteq QIR$.

(3) \(\Rightarrow\) (1): Taking $Q = R, I = I$ and $R = A$, we get from (3), $R \cap I \cap A \subseteq RIA$. As $R \cap I \cap A = RIA$, and $RIA \subseteq RI$. Thus $R \cap I \subseteq RI$. But $RI \subseteq R \cap I$, so by Theorem (5.1), $A$ is right weakly-regular.

Theorem 5.3. For a semiring $A$ with identity, the following are equivalent for all bi-ideals $B$ and two-sided ideals $I$:

1. $A$ is right weakly-regular,
2. $B \cap I \subseteq BI$.
3. $Q \cap I \subseteq QI$.

Proof. (1) \(\Rightarrow\) (2): Let $x \in B \cap I$, then $x \in B$ and $x \in I$. Since $x \in A$ and $A$ is right weakly-regular, therefore $x \in (xA)^2$ i.e., $x = \sum_{finite} x_{i}x_s_i$ for some, $s_i \in A$. Now $x = \sum_{finite} x_{i} x_s_i \tau_i \subseteq BIR$. Hence $B \cap I \subseteq BI$.

(2) \(\Rightarrow\) (3): Since a quasi-ideal is a bi-ideal, therefore by (2), $Q \cap I \subseteq QI$.

(3) \(\Rightarrow\) (1): Since a one-sided ideal is a quasi-ideal, therefore by (3), $R \cap I \subseteq RI$. But $RI \subseteq R \cap I$. Therefore $R \cap I = RI$. Hence by Theorem (5.1), $A$ is a right weakly-regular.

6. REFERENCES

Obituary

Prof. Dr. Muzaffer Ahmad
(1920–2016)

With great sorrow and profound grief, the Pakistan Academy of Sciences announces the sad demise of its Senior Fellow Dr. Muzaffer Ahmad who breathed his last on November 22, 2016 at the age of 97. He was Professor Emeritus of Zoology at University of the Punjab, Lahore, which he joined in 1949 and retired from there in 1980 as Mian Afzal Hussain Professor of Zoology. As Professor Emeritus, he continued to go to his Department at the University till his death.

Prof. Dr. Muzaffer Ahmad was elected Fellow of Pakistan Academy of Sciences as early as in 1970.

Dr. Ahmad was born in India on 20th September 1920 and opted for Pakistan in 1947 while he was studying in USA as a Government of India scholar. He studied at the University of the Lucknow, India; Muslim University, Aligarh; and The University of Chicago.

Dr. Ahmad was recipient of several awards, including Aizaz-i-Kamal from the President of Pakistan, Gold Medal (Fellowship), Gold Medal (research publications) and Felicitation from Pakistan Academy of Sciences; Gold Medal jointly awarded by USDA and PARC and Life-time Achievement Award from the Zoological Society of Pakistan.

Dr. Ahmad made valuable contributions to promote the science of Zoology in Pakistan. He was Founder of the Zoological Society of Pakistan and The Pakistan Congress of Zoology. He was the first Editor of Pakistan Journal of Zoology and The Proceedings of Pakistan Congress of Zoology and then their Editor-in-Chief. He piloted the scheme recommended by the committee appointed by the Ministry of Science and Technology, Government of Pakistan to establish a museum of Natural History at Islamabad, which is now a full-fledged institution.

He built up one of the world’s finest termite collections, mostly from South-East Asia (Pakistan, Sri Lanka, Bangladesh, Thailand, Malaysia, Malaya, Sarawak and North Borneo).

Dr. Ahmad’s decades-long research on termites has been prominently included (with his photograph) in the 7-volume, 2704-page Treatise on the Isoptera of the World, published by the American Museum of Natural History, New York. According to the Treatise “his 1950 consideration of termite phylogeny remains as one of the most cited and classic works of the Isoptera”.

May the departed soul rest in peace. Aameen.

Prof. Dr. A.R. Shakoori, FPAS
We are grieved on the demise of an eminent scientist and a senior Fellow of the Pakistan Academy of Sciences, Prof. Dr. Syed Qasim Mehdi, who breathed his last on 27 September, 2016 in Lahore after a protracted illness. Dr. Mehdi was a renowned molecular biologist and was elected Fellow of the Pakistan Academy of Sciences in 1999.

Dr. Qasim Mehdi was born in British India on 13th February, 1941. He obtained his MS in 1966 from Massachusetts Institute of Technology (MIT), USA and D.Phil. in 1969 from University of Oxford, UK. Prof. Mehdi served as Director General, Biomedical and Genetic Engineering Division of Dr. A. Q. Khan Labs; Head, National Institute of Biotechnology and Genetic Engineering, Biomedical Division, Lahore, 1986-1991; Director (Scientific), The Alexandar Medical Foundation, Woodside, California, USA, 1980-1992; Senior Research Fellow and Research Professor, Department of Chemistry and Radiology, Cancer Biology Research Labs, Stanford University, California, USA, 1980-1986; Senior Research Associate, Department of Radiology, Nuclear Medicine Division, Stanford University, School of Medicine, California, USA, 1976-1980; and Visiting Professor, Klinikum Steglitz, The Free University, Berlin, Germany, 1974-1976. Currently, he was heading the Centre for Human Genetics and Molecular Medicine at Sindh Institute of Urology (SIU), Karachi.

Dr. Qasim Mehdi was receipient of Hilal-e-Imtiaz in 2003, Sitara-i-Imtiaz in 1998, Sigma Xi Award by American Society for the Promotion of Research in 1966, and Best Student Award by Lucknow University in 1962 and 1963. He was Nuffield Committee Fellow, Oxford University, UK, 1970; Wellcome Trust Fellow, Oxford University, UK, 1972; Fellow, National Academy of Medical Sciences, Pakistan; Fellow, New York Academy of Sciences; Fellow, Chemical Society of Pakistan; Member, Biochemical Society, UK; Member, The American Thyroid Association; Member (Life) The Oxford Union Society; Member, The Oxford-Cambridge Society; Member, Human Genome Organization (HUGO), USA; Member, International Executive Committee, Human Genome Diversity Project (HGDP), USA; Member, Governing Body, The Liaqat National Hospital, Karachi; Member, Prime Minister’s Cabinet Committee for Evaluation of S&T Development in Pakistan, 1993; Member, Board of Governors, Shaukat Khanum Memorial Trust, Lahore, 1998; Chairman, Southwest Asian Committee, HGDP, USA; UNESCO Bioethics Committee, 2002-2005; and Uttar Pradesh Association for Science and Technology Advancement (UPASTA), India.

Dr. Qasim Mehdi’s areas of research were Molecular Biology and Genetics with special interest in Molecular Biology of Diseases, Biotechnology and Human Genome Diversity. In the death of Dr. Qasim Mehdi, Pakistan has lost a stalwart in the area of human genomics.

May the Allah Almighty rest his soul in eternal peace and give fortitude to his family to bear this irreparable loss! Aameen.

Dr. Abdul Rashid, FPAS
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