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Abstract: Deformable registration methods are widely used for the accurate registration of objects with large-
scale deformation. In this paper, we present a detail review on performance analysis of deformable registration 
methods. We comprehensively review each registration method and describe its features, advantages, issues 
and challenges.   Deformable registration methods are further quantitatively compared and evaluated based 
on a set of criteria, which estimate the performance of each method.  The performance of registration methods 
is estimated using root mean square error (RMS), mutual information (MI), computational time complexity 
and memory requirement.  It is found in our analysis that every registration method has its own strength 
to register deformable objects. However, due to large-scale variations in deformable objects most of the 
registration methods are not still a perfect choice in clinical applications. Therefore, advanced and powerful 
registration methods are needed to develop  in  future, which can precisely, efficiently, and automatically 
register medical images with large-scale deformations.
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1. INTRODUCTION

In the last two to three decades, tremendous 
growth has been observed in the area of medical 
image analysis due to the development of 
automated, efficient, accurate, and non-invasive 
devices. Medical imaging [1-4] is used in several 
applications in the clinical setting such as 
diagnostic setting, planning and procedures. The 
role of medical imaging is now not only limited 
to simple visualization and inspection of anatomic 
structures but it is also used as a tool for surgical 
and radiotherapy planning, inter and intra-operative 
navigation and for tracking the progress of disease 
[5]. 

 The rapid advancement in this challenging area 
has driven the need for sophisticated pre-processing 
techniques. Image registration [6-18] is the most 
important step in medical image processing in which 
one to one geometric correspondence between 
source and target images is established. The source 
image is fixed image, which remain unchanged 

during registration process while the target image 
is the moveable image super-imposed on the source 
image. In image registration, both images represent 
the same organ/tissue obtained from either a same 
modality but with different time frames/ angles or 
by different imaging modalities. The basic purpose 
of establishing geometric correspondence between 
source and target image is to obtained useful and 
complementary information. This is done by 
quantitatively comparing their features using sets 
of parameters which includes feature detection, 
feature matching, transform model estimation and 
image re-sampling and transformation [19-21]. 

 Recent developments and wide spread use in 
imaging modalities [9, 10, 22-24] provides an easy 
to use platform for the radiologists and surgeons 
to obtain useful information from human anatomy. 
However, each modality show different types 
of information i.e. either anatomical (showing 
mainly morphology) or functional (showing 
mainly information on the metabolism of the 



fundamental anatomy). Modalities such as X-rays, 
magnetic resonance imaging (MRI) , computed 
tomography (CT) and ultrasound (US) [25] are 
used to obtain anatomical information while single-
photon emission computed tomography (SPECT) 
and positron emission tomography (PET) are 
used to extract functional information. However, 
both MRI (DWI, DCE-MRI, and MRSI) and US 
(Elastography, contrast enhanced US) can also be 
used to obtain functional information. The proper 
integration of useful information from two separate 
images taken with different types of modalities is 
often required in the clinical tracks of events. This 
is done by the registration process which brings the 
separate images obtained from different modalities 
into special alignment and integrates useful 
information from them.

 Deformable registration is widely used in 
computer assisted surgery and radiotherapy for the 
accurate voxel by voxel mapping of medical images 
with large-scale local and global deformations. 
Deformable registration also enhances the 
planning, execution and evaluation of surgical 
procedures [26]. In deformable registration, a 
special association between source and target 
image is established during transformation. The 
correspondence between transformations signals 
are usually performed locally in a non-linear and 
dense fashion [27].

 Deformable registration is one of the best 
choices for the analysis of medical images 
obtained either by the same or by different imaging 
modalities having high degree of functional and 
anatomical variability. Deformable registration 
algorithms either operate on images features such 
as lines, counters and points/ landmarks or on their 
gray levels i.e. directly on pixel or voxel data [28]. 
Algorithms belong to deformable registration can 
successfully determine the local differences in the 
anatomy and accordingly resolve them.

 One of the main challenges today for deformable 
registration methods are how to properly validate 
them on clinical data. The lack of adaptation in 
clinical workflow is due to their limited availability 
and high computational requirements [29]. Several 
other challenges includes recovering a local 
transformation that align two signals that have a 
non-linear relationship, proper alignment of tissue 
having sudden change in volume,  registering poor 
and non-diagnostic quality images, and designing 
image similarity for multi-model scans. 

 The importance and popularity of deformable 
registration have led to several survey papers, 
which are listed in Table 1, together with the 
publication years and topics. In general, each paper 
covers only a subset of the topics in deformable 
registration. For Example,  the work of Sotiras 
et al. [27] is one of the comprehensive review on 

Year Reference Topic

1996 [5] Deformable Models in Medical Image Analysis: A Survey

2008 [97] Objective assessment of deformable image registration in radiotherapy: A multi-
institution study

2010 [90] Implementation and evaluation of various demons deformable image registration 
algorithms on a GPU

2011 [98] Deformable Medical Image Registration: Setting the State of the Art with Discrete 
Methods

2013 [99] Evaluation of various deformable image registration algorithms for thoracic images

[27] Deformable Medical Image Registration: A Survey

[10] Survey of Medical Image Registration

2015 [30] Evaluation of various Deformable Image Registrations for Point and Volume 
Variations

Table 1. Surveys on deformable registration.
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deformable medical  image registration in which 
they attempt to give an overview on the recent 
advances in the field and evaluate each component 
of deformable registration. Although the work of 
Sotiras et al provide in-depth systematic review 
but they not cover the quantitative evaluation of 
deformable registration methods. Similarly the 
review of Mani et al. gives a short overview and the 
pros and cons of several types registration methods 
including deformable registration [10]. The study 
of Han et al. [30] evaluated accuracy of various 
DIR algorithms using variations of the deformation 
point and volume. Mclnerney and Terzopoulos [5] 
present a detail review on the development and 
application of deformable models to problems of 
fundamental importance in medical image analysis, 
such as segmentation and registration.

 We have performed the experiments on the 
datasets of two 2D rat lung images, the one after 
inspiration of air into lungs (source image) and the 
second after exhalation (target image).  The size of 
each image is 128 * 126 and the physical spaces 
are one millimeter along x axis and one millimeter 
along y axis.   The datasets and parameters are 
obtained from [31].

 The main scope of this paper is focused on the 
quantitative evaluation on deformable registration 
methods. Furthermore, recent developments and 
challenges are also analyzed. The evaluation 
parameters are outlined in Fig  1 which includes 
mutual information (MI), root mean square error 
(RMS), computation time and memory space 
occupied during execution. We have found the 
accuracy and efficiency of each deformable 
registration method with the help of these 
parameters.  

The main contribution of this review are as follows.

• Deformable registration methods which includes 
finite element model (FEM) based, BSplines, 
level set motion, BSplines multi-grid, warping 
with kernel Splines, warping with BSplines, 
asymmetric demon and symmetric demon 
deformable registration methods are discussed 
in a clearly organized manner, and their 
performance are shown.

• To examine the state of the art, each registration 

method involved in medical image processing are 
discussed in detail. The merits and limitations of 
each method is summarized. Our main focus is on 
the detail estimation of accuracy and efficiency 
because the performance of deformable 
registration is not been surveyed previously using 
these parameters. 

• We discuss the future work  on deformable image 
registration methods

• This work attempts to provide a theoretical 
foundation and compact platform for researchers 
by evaluating the important aspects of deformable 
image registration methods. 

• It will also help clinicians by providing relevant 
and quantitative information on diagnostic, 
surgical and treatment planning which will 
eventually improve their knowledge on this 
challenging area of research.

• The above mentioned contributions clearly 
distinguish our survey from the existing surveys 
on deformable registration methods. To our 
knowledge, our survey is the broadest.

 The remainder of this paper is organized as 
follows: Section 2 briefly reviews the work related 
to image registration. Section 3 categorize and 
presents the methods for deformable registration in 
detail. Section 4 analyzes the performance of each 
method. Section 5 summarizes this paper.

2.   MEDICAL IMAGE REGISTRATION 

Image segmentation and registration are the two 
main areas of medical image processing. Image 
segmentation divides an image into different 
segments of interest while image registration 
establishes a one to one correspondence between 
two different images of the same organ. Literature 
study dictates that image segmentation and 
registration are the most challenging areas of 
medical image processing and a lot of research 
work is available on it [5, 8-10, 19, 20, 22, 32-
39]. Fig  2 show the process of registration of 
human head 3D images acquired using CT and 
MRI scanners. In the registration process, source 
CT image which is the most suitable to represent 
anatomical information i.e. bones is mapped on MR 
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Fig. 1. Evaluation parameters for deformable registration methods.

Fig. 2. CT and MR registration of brain images.
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image which shows functional information such as 
soft tissues and tumor [40, 41]. It is shown in Fig  
2 that the registered image provide more useful 
information not only about the tumor but also about 
the soft tissues and bony structures.

 It is also shown in Fig.  2 that the process 
of registration is based on three important steps 
i.e. transformation, similarity measures and 
optimization techniques. The steps involved in 
registration processes are interrelated and iterative. 
In the transformation step the points or landmarks in 
source image space is mapped to the corresponding 
target image space [42]. A transformation function 
maps source image to target image considering 
image dimensionality, accuracy, and computational 
speed [43, 44]. Similarity measure,  is another 
important step in image registration because it can 
precisely estimate the correspondence between 
source and target images. Similarity measure 
estimate the degree of matching between source and 
target images and it is based on pixel intensities and 
patterns, cross-correlation, anatomical structures 
and mutual information [20, 43, 45-47]. Angle of 
view, time interval and sensor used are the essential 
parameters for estimating the similarity measure 
of input images. It is important to choose best 
similarity measures while dealing medical images 
taken from human organs with constant variation 
and movements during the course of time. 

 As mentioned earlier that registration is an 
iterative process, at every iteration similarity is 
checked between source and target image. If the 
similarity is not according to the requirement of 
successful registration then the process is optimized 
[42, 43, 48-50] to further find the best alignment 
between source and target image as shown in Fig  
2. In this procedure, similarity parameters obtained 
from the earlier steps are updated (either increased 
or decreased) tell the optimum values.  Several 
types of optimization methods with pros and cons 
are available for the registration of medical images. 
The popular among them includes quasi-Newton 
optimization, evolutionary strategy, genetic 
algorithm, stochastic approximation, iterative 
closest point, powell’s method, downhill simplex 
method, steepest gradient descent and the conjugate 
gradient method [43, 44, 51-55].

3. DEFORMABLE REGISTRATION
 METHODS

Deformable registration is a fundamental technique 
for the analysis of mono and multi-modal images 
of deformable organs such as heart, lungs, 
breast and kidney. Deformable organs naturally 
show consistent deviations due to breathing and 
movement. Therefore, the precise identification and 
localization of potential tumor tissue is difficult and 
challenging. Furthermore, several other issues such 
as the proper identification of both anatomical and 
functional contents and automatic voxel-by-voxel 
transformation are also successfully done using the 
advance methods of deformable registration. Fig  3 
[26] shows the registration of multi-modal CT and 
PET images of unresectable pancreatic cancer. In 
the Fig , the anatomical contents e.g. bones and 
hard tissues are apparent in the CT image (A) while 
functional contents such as metabolism are clear in 
the PET image (B). However, the pancreatic tumor 
is not clearly visible in both A and B. The registered 
image (C) at the bottom contains the properties of 
both CT and PET and thus the tumor is more visible 
as indicated by the arrow.

 Beside multi-modality images, the analysis of 
pre and post interventional images obtained from 
mono modality is also important for treatment 
success. Such types of mono modal images obtained 
at different time are also precisely analyzed with 
deformable registration methods. However, all the 
methods use different types of operations to perform 
registration on the set of 2D and 3D images, which 
might be good for some situation but not necessarily 
suitable for others [56]. 

 Deformable registration methods use several 
types of complicated models to estimate the internal 
behavior of deformable tissues. Among them, some 
of the popular models are finite element model 
(FEM), elastic model, viscous fluid model and 
radial basis function [57, 58]. FEM decomposes 
images into several desirable regions containing 
soft tissues, create volume meshes for particular 
tissue and allocate a precise tissue property for 
volume meshes. FEM is a powerful computational 
tool applicable to several types of deformable 
registration algorithms. Elastic model is also a 
useful physical model for the proper transformation 
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of detailed local deformations during registration 
process [27, 59]. This model considers images 
as deforming elastic objects and estimates the 
small differences between them using external 
body forces. Deformable registration using elastic 
model can give robust and fast results and can 
also efficiently describe multimodal deformation. 
Contrast to elastic model which is best suited for 
small deformation in the tissues, viscous fluid model 
is the right choice for image transformation when 
the number of deformation is more in the tissues 
[60]. However, high computational time complexity 
of viscous fluid model is the main reason behind 

its less widespread use and popularity. Radial 
basis function is another model for the estimation 
of local differences and point correspondence in 
deformable registration. Radial basis function is 
mostly used for the interpolation of images with 
local distortion and differences [61]. This function 
minimizes dissimilarity between source and target 
image and provide a smooth resultant image with 
more clear information.

 Registration methods belong to deformable 
models are more complex as compared to registration 
methods based on rigid models. Therefore, to 
further improve the performance and reduce 
computational complexity, researchers are trying 
to develop more effective deformable registration 
methods from time to time. Therefore, there is a 
need to further investigate deformable registration 
methods with high performance and that might be 
suitable in almost every type of scenario. Recently 
several types of deformable registration methods 
have been developed as shown in Fig  4. These 
registration methods are further discussed in the 
subsections below and their quantitative evaluation 
and comparison is described in section 4.

3.1 FEM-Based Image Registration

Several types of physical and biomechanical 
models are available for the analysis of deformable 
registration. Finite element method (FEM) is the 
most popular model among them which successfully 
compute the biomechanical properties of human 
tissues and special positions of anatomy [62]. FEM 
effectively estimates large local deformations in 
the various tissues during registration process. This 
model treats human organs images as elastic bodies 
and applies non-uniform meshes to the important 
features in them which improve the accuracy of 
registration [62-64]. In order to generate registered 
image and solve linear system of equations, FEM 
uses linear elasticity and static analysis assumptions. 
Efficient modeling of material properties in object 
and providing better global solution to the entire 
image domain are also the main features of FEM. 
However, the accuracy of registration should be 
considered while estimating material properties 
of object because using FEM in deformable 
registration the accuracy rely on material properties.

Fig. 3. Deformable registration of multi-modal CT and 
PET images of the abdomen.
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 The basic idea behind finite element method 
is to discretize image domain in groups and apply 
mechanical or physical forces on them. It is due 
to these forces that the relations between different 
types of tissues are formed which help to estimate 
deformations and obtained tissue properties 
from the estimated deformations. The important 
applications of FEM are in brain modeling and 
simulation during image guided surgery, physical 
integration of deformable registration methods, 
analyzing mechanical deformations during biopsy 
examinations and testing, reconstruction and 
improvement of elastic properties in deformable 
tissues such MR breast, lung and prostate images. 
Configuration of boundary conditions is another 
important feature of FEM in deformable registration 
[65]. However, due to complexity in the geometries 
of human anatomical structures FEM faces several 
difficulties while estimating boundary conditions 
during image-guided radiation therapy. Therefore, 
the computational complexity is more that affect 

the speed and efficiency of registration method. 
FEM based deformable registration methods are 
mostly used in a situation where the high accuracy is 
desired. Registration results are also better in case of 
low contrast tissues because FEM provides several 
mechanisms based on elasticity and biomechanics 
to align low contrast tissues with high one.

3.2  B-Splines Image Registration

Sampling frequency changes, proper estimation of 
un-known pixel values from known pixel values, 
transformation of a digital image to analog image 
and increase in the resolution are the necessary 
steps in image processing. These important steps in 
image processing are performed by the techniques 
of interpolation. Basis Splines (B-Splines) are 
widely used piecewise continuous interpolation 
functions for the analysis of digital images. 
B-Splines functions are based on polynomials and 
are spread over an interval of unit width in which 
the number of pieces is preoperational to the order 

Fig. 4. Deformable registration methods.
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of splines [66-68]. These functions efficiently 
detect and compute image shapes, curves and 
contours having large variations and transform 
them into continuous images. Registration using 
B-Splines model also generate several types of 
non-linear elastic deformations. B-Splines execute 
images locally and with multi-scale processing due 
to their excellent localizations and multi-resolution 
properties.

 Deformable image registration provides 
flexible mapping of local key points between 
source and target images due to high degree of 
freedom in transformation. The transformation 
become more smoother when used with B-Splines 
functions because of their fast interpolation 
schemes , generation of a vector field on interested 
volume and provision of compact support [69, 
70]. In deformable transformation using B-Splines 
interpolation, several coefficient values are defined 
and distributed on a grid at continuous interval 
due to which wide variety of deformation become 
possible. However, the use of more coefficient 
values increases the running time of transformation 
and effect the efficiency of registration. 

3.3 Level Set Motion for Deformable 
 Registration

Level set motion is another important and widely 
used framework to represent deformable objects. 
Level set uses global regularization of its shapes 
while dealing with 3D interfaces and automatically 
detect  the boundaries of interested regions during 
image segmentation and registration [71]. Level set 
methods give promising results while dealing with 
deformable models because it represents the models 
as 3D images. In the 3D images, the intensity at each 
voxel is considered as distance measurements to 
object surface. In the distance measurements, object 
internal values are negative and the outer values are 
positive [72-74]. In deformable registration using 
level set motion algorithm, the histogram of source 
and target images are matched with user specified 
number of quantile values. In other words, during 
registration, intensity values are same at both 
images while representing the same homologous 
points on an object with pixels.

 Medical image registration and segmentation 

with level set motion give successful results and are 
more popular than other types of techniques such as 
mesh. Robustness in noisy conditions, changing and 
extracting curved objects with complex topology 
and multidimensional implementation/ computation 
of motion of the interface with simple and compact 
mathematical notation [73, 74]. However, level set 
motion framework has several limitations and need 
more improvements. Mesh framework such as FEM 
has built-in ability to track vertices but level set 
motion framework is no capability to do so. More 
features are lost in level set motion framework 
because resembling is performed at each time step 
with low pass filter. Moreover, high computation 
time, less stability to multi-resolution images and 
organs anatomy with high variations are some other 
limitations of deformable registration using level 
set motion which requires further improvement.

3.4  B-Splines Multi-grid Image Registration

Modifying grid of control points and increasing 
similarity measures are the main steps in 
registration using B-Splines approach to deform 
an image. In order to obtain more intensity values 
and improve the robustness of registration, a multi-
resolution approach is followed. In this approach, 
a grid containing multiple resolution levels i.e. 
low and high are placed on the images [75-77]. 
Registration process based on B-Splines multi-
grid interpolation is performed in two steps. In the 
first step, images with low resolution levels are 
estimated and transformed. In the second step, the 
transformation is again performed on the images 
with high resolution values propagating estimated 
parameters to them which are obtained in the first 
step.

 Registration methods based on B-Splines multi-
grid/ multi-resolution approache perform better 
then single-grid/ resolution approach. The speed 
and efficiency of registration method is enhanced 
by mapping the spatial resolution of the underlying 
image model to the step size of the registration 
method. Performing maximum iterations on 
coarsest resolution is also the unique property 
of B-Splines multi-grid registration.   Avoiding 
local minima due to smoothing effect of pyramid 
and well handling of local and global errors and 
invert-ability in deformable objects are some other 

118 Fakhre Alam et al



features of B-Splines multi-grid registration. On the 
other side, B-Splines multi-grid registration gives 
weak results while operating on images with high 
distortion and rotational deformations [78-80]. 
Moreover, this method is also unsuitable in mesh 
refinement procedures with large scale adaptive 
procedures due to its high setup cost.

3.5  Image Warping with Kernel Splines

In image warping, a mapping function is applied on 
digital image which make distortion in it and as a 
result a new position is created for each landmark 
point in the image. The basic purpose is to create a 
possible similarity between set of images. Several 
types of filtering operations such as smoothing, 
edge detection, elimination of noise/blur and 
intensity enhancement is performed on digital 
images through the processes of convolution [81]. 
Convolution is performed through several types 
(i.e. size 2*2, 3*3 and 4*4) of matrices also called 
kernel. Kernel consists of mathematical values 
which are applied to pixel values resulting modified 
image with different properties is formed. The 
resultant image greatly depends on the values used 
and on the size of kernel. Kernel spline is popular 
and widely used method for image warping and it 
uses a 3D mapping function to find out information 
about landmark points or pixel intensities in both 
source and target objects [82, 83]. This is done by 
localizing a mapping area of pixel intensities in 
which the size of area under consideration is find 
out by increasing the distance into twice between 
the source and target point.

 Kernel spline interpolation functions can 
effectively model deformation field in landmark based 
image registration. A smooth global transformation 
is performed with kernel spline by computing local 
controlled deformation of landmark points [84, 85]. 
Image deformation model is created by joining spline 
kernel over the area of image under consideration in 
the form of rectangular grid.

3.6   Image Warping with BSplines

Beside computer vision and multimedia application, 
image warping has also got importance in the 
fields of medical image processing such as image 
morphing and deformation. Several powerful 

warping methods are developed in the recent years 
for the precise analysis and matching of medical 
images. BSplines warping is the popular and widely 
used among them because it precisely deforms 
medical images with its significant property 
of local control and global mapping. BSplines 
mapping functions perform free form deformation 
on the control points and establish a one to one 
correspondence between them to generate a warp 
image. Images having local distortion, irregularly 
spaced samples in them and have nonlinear 
distortions are successfully warped with BSplines 
interpolation [86-88]. Medical images with large 
local deformation such as coronary arteries/ cardiac 
images are also successfully warped with BSplines 
interpolation functions. However, accurate image 
warping with BSplines needs more computational 
time which makes it less desirable in a situation 
when the time constraints are important.

 Image warping with BSplines is performed by 
defining local domain which contains many control 
points [88]. Subsequently, the local domain which 
is divided into several blocks is shifted to a new 
region. The warping is performed again and again 
on the shifted domain till the recovery of all pixels 
in the image. Images with inconsistent contrast 
between them are therefore precisely warp with 
BSplines. Furthermore, BSplines also provide one-
to-one mapping property due to which there is no 
chance of distorted image to fold back upon itself.

3.7 Asymmetrical Demons Deformable 
 Registration

Demons methods also called gray-scale automatic 
deformable algorithms are efficient and robust 
registration methods for medical images [28, 
77, 89-91]. These algorithms are mostly used for 
intensity based image registration and perform 
operation on prominent and distinctive features of 
images. Demons algorithms greatly depend on the 
intensity or color change (image gradients) in the 
source and/or target images. Therefore, changing 
the gradients of input images strongly affects the 
accuracy of registration. Several types of demons 
algorithms are available with high capability 
to describe critical structure and trace potential 
differences/ similarities in source and target images 
during radiotherapy and image guided surgery.
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 Uniform one-to-one mapping of corresponding 
point landmarks in both directions is very important 
for the consistent and smooth registration of 
medical images [27].  However, majority of the 
available registration methods are asymmetrical 
and unidirectional because registering source image 
to target image does not show the same associations 
as registering target to source. Furthermore, most 
of the transformation functions such as linear and 
non-linear elastic functions, thin plate functions, 
cubic kernel and quadratic regularization functions 
are also perform asymmetrically during registration 
[92]. The difference in coordinate frames between 
source and target images due to the difference in 
the deformation field also gives better registration 
result when the transformation is asymmetric.  
To represent a valid probabilistic model on the 
basis of atlas based registration, the asymmetric 
approach provides more simplicity than symmetric 
registration. In image-guided surgery, image to atlas 
based registration using asymmetric transformation 
is mostly used for the precise analysis of tumor in 
human organs.

 In asymmetric approach, registration relay on 
the choice of target domain because the estimation 
and mapping of point lands-marks is unidirectional. 
Therefore, unidirectional transformation of 
deformable images provides more efficiency 
than bi-directional transformation, particularly 
in the case of mono-modal image registration. 
However, the performance of bi-directional 
(symmetric)  registration is much high on the basis 
of running time and estimation of total errors in the 
registration of multi-modal deformable images due 
to the availability of regional symmetric similarity 
measures [93].   

3.8 Symmetrical Demons Deformable 
 Registration

Pair-wise and bi-directional mapping of 
homologous point land-marks between source 
and target image are widely used methods for the 
accurate and consistent image registration. The 
pair-wise and bi-directional mapping of point 
landmarks in one coordinate to another coordinate 
is also called symmetric registration [94]. In 
symmetric registration both images are treated in 
the same manner and the mapping of similarity 

measures is performed from source image direction 
to target image direction and vice versa. Such type 
of two ways mapping provides more consistency 
and accuracy during image registration because 
the possibility of detecting different transformation 
components will be more. Furthermore, symmetrical 
registration also show robustness against local 
minima because in the optimization process it uses 
the gradients of both images

 Contrast to symmetric image registration, 
asymmetric image registration maps point land 
marks between two images in a non-uniform and 
unidirectional way due to which the choice of target 
image usually influences the results of deformable 
image registration. Symmetric registration also 
eliminates the chance of inverse consistent errors 
which usually occurs due to the inconsistent voxel-
by-voxel wise association between source and 
target images in both directions [95]. The inverse 
consistent function computes transformation 
information from source and target images and 
converts them into a common intermediate image. 
This function also ensures that the transformation 
from source image side is the inverse of the 
transformation from the target image side. On the 
down side, the two way transformation require more 
computational time and is difficult to implement 
especially in case of image registration with 
iterative optimization. Furthermore, symmetrical 
registration cannot perform well in the registration 
of image to template (atlas) based registration [96] 
because in this type of registration the mapping 
is mostly performed in a single direction for the 
template to exhibit a suitable probabilistic model.

4.  PERFORMANCE EVALUATION

The performance evaluation of different deformable 
registration methods is always a difficult task 
faced by the researchers. The main reason is the 
unavailability of related pixel information between 
source and target images.  We have evaluated the 
performance of deformable  registration methods 
by implementing them in C++ based on the Insight 
Segmentation and Registration Toolkit (ITK) 
[72]. The computer system used for testing the 
performance of registration methods is Core i5 
with 4GB RAM. The performance i.e. accuracy 
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and efficiency was evaluated by testing the eight 
variants of deformable registration methods. We 
have implemented the registration methods on the 
datasets of two 2D lung images of living rat obtained 
from ITK software package [72].  For experimental 
analysis, images were taken at different times, the 
one after inspiration of air into lungs (source image) 
and the second after exhalation (target image). In 
the quantitative analysis, mutual information, root 
mean square error (RMS), computation time and 
occupied memory were used as evaluation metrics. 
Since deformable images hold high local variation, 
therefore, for each method we have performed 
three types of registration for rat lungs images: 
registering normal images, registering the same 
images by inducting 0.001% and 0.002% Gaussian 
noise. Table 2 shows the overall quantitative 
analysis of each method on different levels. The 
basic aim was to estimate the effect of change 
or noise on the accuracy and efficiency of each 
registration method.
 Accuracy evaluation in deformable registration 
is a challenging task due to variations in every 
voxel points. In our experiment, this is performed 
by estimating mutual information and root mean 
square errors between source and target images. 
On the other hand, efficiency of each method is 
calculated based on computation time and memory 
space occupied by each method.
 To find out the accuracy of each registration 
method, the values of mutual information and RMS 
errors estimated in Table 2 at noise levels (0%, 
0.001% and 0.002%) were further listed in Table 3 
and Table 4. On the bases of data obtained in Table 
3 and Table 4, accuracy of deformable registration 
methods are  graphically shown in Fig  5 and 
Fig  6 respectively. Mutual information (MI) and 
RMS are the two essential parameters to estimate 
the accuracy of registration method. These two 
parameters are widely adopted by a large number 
of researchers in the medical image processing 
community. MI estimates the similarity measures 
between source and target images through pixel-
by-pixel correspondence while RMS error is a 
standard statistical metric for error prediction. The 
registration method is more accurate if the values of 
MI are maximum and RMS values are minimum. 
 It is shown in Fig  5 that in most registration 

methods, the introduction of noise has little effect 
on the values of mutual information. However, 
in the experiments, we obtained high mutual 
information values for FEM based registration 
method. Similarly, we estimate good results while 
testing level set method for mutual information. 
Therefore, FEM based and level set registration 
methods provide more accuracy as compare to 
others deformable registration methods. On the 
other hand, the accuracy of warping with kernel 
splines is much low in our experiment due to 
small mutual information values obtained from the 
registration of source and target images at different 
noise levels.

 We have also tested the accuracy of each 
registration method based on RMS error at different 
noise levels. Accuracy based on RMS error is 
shown in the Table 4 which is further plotted in Fig  
6. In this experiment, we obtained minimum RMS 
error values for FEM based registration and high 
values for warping with kernel splines. Therefore, 
the accuracy of FEM based registration based on  
MI and RMS error is much high than other types 
of deformable registration methods. However, the 
accuracy of warping with kernel splines is  low 
compared to other methods  due to low MI and high 
RMS error values obtained in our experiments. 

 In order to determine the efficiency of 
deformable  registration methods, they are tested on 
the basis of computation time and occupied memory 
space. Registration method is more efficient if it 
takes minimum time and less memory space during 
execution. The computation time estimated for all  
registration methods in our case at different levels of 
Gaussian noise are listed in Table 5 and graphically 
shown in Fig.  7. It is shown in the Fig  that the 
warping with kernel splines is the most efficient 
method at 0% and 0.001% Gaussian noise because 
it takes less time than others methods. Similarly, 
asymmetric demon registration also provides 
consistent efficiency at different noise levels. On 
the other hand, the efficiency of FEM based method 
is much low due to excessive time it takes during 
registration of source and target images. We have 
also estimated the efficiency of each registration 
method on the bases of occupied memory space. 
Values obtained for memory space occupied by 
each method at different noise levels are listed in 
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Fig. 5. Graphical representation of MI at different levels of Gaussian noise.

Fig. 6. Graphical representation of RMS errors at different levels of Gaussian noise.

Table 6 and their graphical representation is shown 
in Fig  8. In this case, the efficient methods are 
BSplines multi-grid and FEM based registration 
due to the minimum memory space occupied at 
different noise levels. However, the memory spaces 
occupied by BSlines registration, warping with 
kernel and BSplines methods are much high due to 
which they are less efficient.

 After the detail evaluation and testing of 
deformable registration methods we came up 

with certain conclusions. In our experiments, the 
performance of FEM based registration is high than 
other types of registration methods. This is due to the 
sharing of excessive amount of mutual information, 
less number of RMS errors in registration and 
taking less memory space during execution. We also 
estimate high computational time during execution 
for FEM registration, which negatively affect image 
registration. Minimizing the computational time 
for FEM based registration will make it a perfect 
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choice for the successful registration of deformable 
images. It is also observed that the performance of 
warping with kernel splines in terms of accuracy  is  
low due to high number of RMS errors arises during 
registration and sharing of low mutual information. 
However, the efficiency in terms of computational 
time is high for warping with kernel splines 
method. Likewise, BSplines multi-grid registration 
provides more efficiency in terms of computational 
time and occupied memory space. Therefore, the 
improvement in terms of accuracy can also make 
this method a perfect choice in clinical applications. 

 Deformable registration methods are widely 
used for the accurate registration of objects with 
large deformation. Therefore, several registration 
methods are available which automatically 
register medical images. After a thorough analysis 
of each method, we find out that every method 
provide their own strength and flexibility for 
the precise and efficient registration of medical 
images. However, due to complex and difficult to 
calculate deformation field, most of the registration 
methods cannot perform perfectly in clinical 
applications. Therefore, generic and powerful 
registration methods are required to be developed 
in the future, which can precisely, efficiently and 
automatically register medical images with large-
scale deformations.  

5. CONCLUSIONS

Deformable image registration is a challenging task 
in medical image analysis due to different imaging 
conditions, variability in anatomical structures and 
elasticity of the body and organs. In this article, 
we have experimentally evaluated the existing 
deformable registration methods on the images of 
rat lungs to estimate their performance. Although 
several automatic deformable registration methods 
are available applicable for single modality, linear 
and small local deformation, universal and generic 
methods are still a problem in clinical applications. 
To perfectly register medical images obtained 
through multimodality with uncertain and complex 
features of deformable objects further research 
is needed. However, in our analysis, we came up 
with a conclusion that FEM based registration 
method obtained excellent performance in terms of 
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FEM based 
registration

BSplines 
registration

Level set   
registration

BSplines 
multi-grid 

registration

Warping 
with kernel 

splines

Warping 
with 

BSplines

Asymmetric 
demons 

registration

Symmetric 
demons 

registration

Noise (0%) 9.276 2.328 4.212 2.221 1.142 4.170 3.219 3.332

Noise 
(0.001%) 10.305 2.0211 4.7103 2.028 1.105 4.189 2.694 2.855

Noise 
(0.002%) 11.785 1.872 4.7043 1.886 1.109 4.189 2.473 2.640

Table 3. MI of deformable registration methods at different noise levels.

Fig. 7. Graphical representation of computation time at different levels of Gaussian noise.

Fig. 8. Graphical representation of memory space occupied by deformable registration methods at different levels of 
Gaussian noise.
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Table 4. RMS error of deformable registration methods at different noise levels.

Table 5. Computation time for deformable registration methods at different noise levels.

Table 5. Computation time for deformable registration methods at different noise levels.

FEM based 
registration

BSplines 
registration

Level set   
registration

BSplines 
multi-grid 

registration

Warping 
with kernel 

splines

Warping 
with 

BSplines

Asymmetric 
demons 

registration

Symmetric 
demons 

registration

Noise (0%) 2.590 3.087 9.602 13.46 47.23 29.124 8.442 8.785

Noise 
(0.001%) 2.270 14.320 7.221 14.289 47.678 29.337 8.321 8.081

Noise 
(0.002%) 2.125 9.602 7.044 15.235 47.074 29.337 9.674 8.911

FEM based 
registration

BSplines 
registration

Level set   
registration

BSplines 
multi-grid 

registration

Warping 
with kernel 

splines

Warping 
with 

BSplines

Asymmetric 
demons 

registration

Symmetric 
demons 

registration

Noise (0%) 2.590 3.087 9.602 13.46 47.23 29.124 8.442 8.785

Noise 
(0.001%) 2.270 14.320 7.221 14.289 47.678 29.337 8.321 8.081

Noise 
(0.002%) 2.125 9.602 7.044 15.235 47.074 29.337 9.674 8.911

FEM based 
registration

BSplines 
registration

Level set   
registration

BSplines 
multi-grid 

registration

Warping 
with kernel 

splines

Warping 
with 

BSplines

Asymmetric 
demons 

registration

Symmetric 
demons 

registration

Noise (0%) 1.0245 0.453 0.397 0.532 0.315 0.643 0.386 0.642

Noise 
(0.001%) 1.065 0.532 0.435 0. 453 0. 463 0.745 0.547 0.703

Noise 
(0.002%) 1.0186 0.535 0.596 0.543 0.478 0.764 0.452 0.796

Table 6. Memory Space Occupied by Deformable Registration Methods at Different Noise Levels.

FEM based 
registration

BSplines 
registration

Level set   
registration

BSplines 
multi-grid 

registration

Warping 
with kernel 

splines

Warping 
with 

BSplines

Asymmetric 
demons 

registration

Symmetric 
demons 

registration

Noise (0%) 788 5656 3320 136 3922 3912 3206 3160

Noise 
(0.001%) 1048 4360 2065 136 4037 3991 1960 1760

Noise 
(0.002%) 1096 4432 1896 136 4054 4193 1960 1920

accuracy and memory space.  Our experiments also 
confirm that in terms of efficiency, the performance 
of BSplines multi-grid and warping with kernel 
splines is excellent compared to other methods.

 The future work is to further improve the 
performance of deformable registration methods 
we obtained in our experiment and to develop 
an advance registration method applicable for 

the registration of several types of deformable 
objects. In the next work, we will also evaluate the 
performance of deformable registration methods on 
larger datasets containing 3D and 4D deformable 
image and for a broad range of medical image 
registration methods according to the criteria we 
adopted in this work.
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Abstract: Present study elucidates the probity of ant colony optimization metaheuristic in minimizing the 
makespan by efficiently allocating jobs to workstations in general aviation maintenance. The metaheuristic 
technique is applied to real workplace problems in general aviation sector of Pakistan to resolve scheduling 
quandaries of XT-10 helicopters inspection in Burq Air Services (Pseudo names of organization and helicopter 
to keep anonymity). Secondary data for processing times of jobs at workstations was obtained from job cards 
and process sheets. Matlab codes were developed for reaching the optimal scheduling. Results indicated 
almost 25% improvement in efficiency, and proffered a customized yet efficient solution to scheduling 
problem in real aviation maintenance setup. The study posited that with the slight adjustment, the present 
model could be applied to other variants of job-shop, service industry, and similar areas of social sciences.

Keywords: Ant-colony-optimization, heuristic, job-shop, scheduling problem, makespan, aviation, 
helicopter

1. INTRODUCTION

One of the means to achieve competitive advantage 
is resource optimization, i.e., judicious and  
efficient utilization of available resources. 
Scheduling is one of the most effective tools for 
achieving resource optimization. Its main objective 
is to minimize makespan, i.e., completing all the 
jobs in shortest time span. It aims at finding most 
efficient mix of machines, jobs (tasks) and workers 
so that human resource and machines are utilized 
optimally. It entails allocating shared resources over 
time to mutually competing activities. One of the 
main purposes of scheduling is to increase efficiency. 
In other words, scheduling is the optimization of 
multiple jobs and limited resources for efficiency, 
and is an important area of research [12].

 Allocation of jobs to workstations is a basic 
yet intricate scheduling problem for two reasons. 
Firstly, scheduling possibilities increase as factorial 
of number of jobs. For example, scheduling 
problem involving 4 jobs presents 4! or 24 
scheduling possibilities, while a problem involving 

25 jobs present 25! or 15,511,210,043,330,985,
984,000,000 scheduling possibilities. Secondly, 
various assumptions are to be met in order to solve 
scheduling problems. Nonetheless, in majority of 
cases all these assumptions do not correspond to 
the actual problems, resultantly the quality of model 
and solution is compromised. Conventionally, 
experienced managers are employed for job-shop 
scheduling using manual methods to deal with 
various uncertainties and intricacies. With increase 
in the number of scheduling possibilities, manual 
technique becomes increasingly complex. Hence, 
seeking the best possible way to complete the required 
work in the quickest possible manner becomes a 
challenge. To address this issue, initially various 
calculus and exact techniques were presented, e.g., 
Fibonacci method, enumerative techniques etc. 
But these techniques have various limitations i.e. 
calculus techniques have tendency to stick to local 
optima, while the enumerative techniques demand 
considerable computational effort and long times to 
reach at optimal solution [30]. Alternatively, various 
heuristic techniques were developed. 



 Heuristic techniques provide good results 
in shorter times with nominal computational 
resources but the optimal solution is not guaranteed 
i.e. guaranteed optimal solution is traded off with 
less computational effort and time. Heuristics are 
basically approximation algorithms, which are 
employed in cases where exact solution is either 
not available or where exact methods take too 
long to reach a solution. Job scheduling problem 
and time constraints have been studied extensively 
and several heuristic approaches have been 
developed for its solution [16]. Metaheuristics and 
the proposed algorithms evaluated under different 
scenarios demonstrated that these strategies 
outperform other available methods [7, 16, 35]. 
These techniques are being increasingly employed 
for optimization problems. Each heuristic technique 
has its own advantages and limitations. Ant-Colony-
Optimization (ACO) is one of the heuristic based 
techniques that have been used extensively to solve 
complex problems. It is claimed that this technique 
provides the best solution in a very short time with 
nominal computation resources [31, 33]. It uses 
artificial intelligence (AI) and is metaheuristic in 
nature, and can be applied to different optimization 
problems with few job specific modifications 
[12]. Prior researchers have extensively tested 
ACO metaheuristic to resolve variety of complex 
problems [e.g., 10, 13, 20, 23, 27] but it has never 
been applied to job-shop scheduling problem in 
aviation maintenance. 

 This study endeavors to address job-shop 
scheduling problem (JSSP) in aviation maintenance 
setup utilizing ACO technique, and formulates 
workable model to significantly minimize the 
makespan. In so doing, it seeks to answer two main 
queries: a) How to formulate problem and develop 
an algorithmic tool based on ACO metaheuristic 
that minimizes the makespan? b) How to apply 
ACO metaheuristic to a real practical problem? The 
answer to these queries addressed in this study will 
contribute to the existing body of knowledge on 
applied optimization and metaheuristic in aviation 
maintenance. 

1.1 Theoretical Foundation

This study is conceptually inspired by prior 
work of Umer et al. [34] and Aftab et al. [4]. 

Theoretically, it approaches JSSP through 
ontological premise of determinism i.e. all events 
(e.g., job-shop maintenance scheduling) have 
causes, and one events (e.g., inspection) can be 
linked to another event through general laws [2]. 
Epistemologically, the trade-offs between theory 
development and applying it for resolving job-
shop scheduling problems in aviation sector is dealt 
with by foundationalism, and espousing a positivist 
methodology [29]. A concise outline of basic 
features presented herein provided foundation for 
model development.

1.2 Ant-Colony-Optimization

Ant-Colony-Optimization (ACO) algorithm is 
a probabilistic technique employed for solving 
computational problems. Its application enables 
finding good or good enough solutions to 
optimization problems by determining paths 
through graphs. It has been developed based upon 
Evolutionary Algorithm, which utilizes guided 
random search techniques. ACO can be traced back 
to theory of ‘stigmergy’ presented by Pierre-Paul 
Grassé in the year 1959 [14]. Stigmergy means 
communication and coordination between agents 
through indirect means like pheromone level in 
ant’s system. In 1980s research was conducted on 
the ants’ colonies, their behavior and social aspects. 
In 1991, Dorigo in his PhD thesis first presented 
the concept of ant colony for solving optimization 
problems [11].  In mid 80s and late 90s other 
researchers like Stutzle, Hoos, and Binachietc 
worked on the development of ACO concept on 
variety of problems and applications. Subsequent 
developments in ACO framework have enabled 
its application to diverse problems [10, 13, 20, 23, 
27]. Resultantly ACO has emerged as one of the 
preferred application tools and promising area of 
research [12]. JSSP using ACO metaheuristic was 
first attempted in 1994. However, with the passage 
of time ACO metaheuristic was applied to various 
other variants of job-shopissues [12].

 Recent literature published on ACO 
metaheuristic envisages its growing popularity. 
Jing and Tomohiro [21] presented hybrid approach 
using two optimization techniques, ACO and Tabu 
search. It was applied toflexible job-shop scheduling 
problem (FJSSP) with multi objectives, the 
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primary objective being makespan minimization. 
Many researchers claim that proposed hybrid 
approach provide far superior results than the other 
optimization algorithm [e.g., 10, 13, 20, 21, 23, 27, 
32, 37]. Remarkable improvements were achieved 
with regard to time required to solve the problems 
while maintaining good accuracy closer to genetic 
algorithm and exhaustive search [4]. Huang et al. 
[19] came up with new method named 2PH-ACO 
(two pheromone Ant-Colony-Optimization), a 
variant of ACO metaheuristic. It was applied to 
FJSSP, and results obtained were better than the 
traditional ACO. More recently, the concept of 
Neural Augmented ACO (NaACO) was coined to 
address worker assignment problem besides JSSP 
by combining Artificial Neural Network (ANN) 
and ACO [33, 34]. Application of ACO on various 
types of JSSP and FJSSP validated its application 
[26].

1.3 Job-Shop Scheduling Problems and 
Makespan

Job-shop is characterized by low volume of 
production and high customization. A job-shop 
entails various operations to be performed in a 
definite sequence. The machine sequence of jobs 
(also called process plan) is fixed, however, the 
problematic is to find a particular sequence on 
machines “m” in such a way that all “n” number of 
jobs are completed most efficiently. This is called 
‘Job-shop Scheduling Problem’ (JSSP). The main 
objective is most optimal utilization of resources 
aiming at efficiency and elimination of all sorts of 
wastes [25, 36]. It is done by allocating resources 
like machines and workers to jobs in such a way that 
idle time of machines and workers are minimized 
and jobs are completed in minimum possible time. 
In Job-shop, machines are arranged according to 
functions or processes, and this arrangement is 
termed as process layout [17].  Conventionally 
scheduling has been carried out manually for 
simple scenarios. However with the increase in 
scheduling possibilities, the scheduling become 
increasing complex where manual working does 
not remain a feasible option and require solution 
through advanced techniques like heuristics or 
calculus based techniques. 

 The reported history of JSSP spans over 5 

decades. Fisher and Thomson introduced famous 
10 x 10 problem (ten jobs and ten machines). This 
particular instance of 10-job 10-machine problem 
remained unresolved for over 25 years [8]. The 
most commonly used measure of efficiency in JSSP 
is makespan (time required to complete all the 
jobs). Makespan is dependent upon the sequence in 
which jobs are fed to machines. The other measures 
of efficiency include job lateness, job tardiness, job 
flow time etc. Job-shop scenario of ‘n’ jobs and ‘m’ 
machines presents (n!)m scheduling possibilities. If 
we consider single sequence of processing through 
all the machines than scheduling possibilities reduce 
to n! Thus scheduling of 3 jobs on 2 machines in a 
single sequence presents six scheduling possibilities 
(a simple manual method i.e. Johnson’s rule).

 With increase in number of scheduling 
possibilities, manual methods like Johnson’s rule 
do not remain a workable option, and various 
exact techniques were presented. However, 
these techniques require a lot of computation 
effort and unrealistically long times to reach to 
an optimal solution. Another issue is that there 
are many problems for which exact solutions are 
not possible. Thus scheduling problems presents 
hardest optimization problems which are NP-
complete [6]. In the similar vein, various heuristic 
based techniques were presented. These techniques 
provide good results in shorter times with nominal 
computation resources however best results are not 
guaranteed. Flexible Job-shop Scheduling Problem 
(FJSSP) is an extension of JSSP that incorporates 
flexibility of route, and provides decision point for 
assignment to more than one machine. Likewise, 
non-deterministic polynomial times i.e. ‘NP 
complete problem’ is a problem in which there is 
no efficient way to reach the solution directly and 
no fast solution to such problem is known. If any 
of the currently known algorithms is used, time 
required to solve the problem increases remarkably 
with increase in solution space. In other words 
best solution for these problems is not possible 
within polynomial bounded computation time [12]. 
Solutions of such problems are obtained through 
methods like heuristic or approximation algorithms.

1.4 Optimization

Optimization simply means achieving the best 
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solution of a problem under given set of constraints. 
When best solution is not possible due to nature 
of problem, limited computation ability and 
longer times involved, then good or good-enough 
solutions are searched. Optimization problems 
are maximization or minimization problems. An 
objective function and set of constraints are defined 
for the problem. Solutions that satisfy the constraints 
form a set of feasible solutions from which best 
or good solution is selected. The easiest way is 
to find out all the possible solutions (exhaustive 
search) and select the best one. But, number of 
possible solutions becomes too large for slightly 
complex problem that exhaustive search becomes 
inappropriate. Resultantly, the approximation 
algorithms are the wise option. At European based 
airports, Ravizza et al. [28] found optimization 
approach more convincing for settling ground 
movement of aircrafts. Optimization problem in 
which the feasible solution consists of discrete 
members is termed as combinatorial optimization. 
On a broader level, JSSP can be classified as static 
combinatorial problem as variables like number of 
machines and number of jobs are discrete and fixed.

 NP hard problems can be solved by calculus 
methods or through application of algorithms. The 
algorithms can be exact or approximate. Exact 
algorithms provide best solutions. However, their 
usage is constrained due to two factors. First is 
their inability to solve beyond certain number 
of dimension, and second is that even nominally 
complex problems require long times to reach 

solution. That is why their usage for optimization 
problem after certain level becomes inappropriate. 
On the other hand, approximate or partial algorithms 
provide solution to optimization problems in 
reasonable time frame. They are also known as 
heuristic [12, 30].

 An optimization problem has many possible 
solutions called solution space. Each individual 
possible solution is called a candidate solution. 
In algorithm based optimization methods working 
principle the solution is searched in the solution 
space and results with desired accuracy are 
obtained. Method of search progression and criteria 
for results is defined pre hand.  In the exhaustive 
search methods, all the possible ways are explored 
and investigated, thus best solutions are guaranteed. 
However, these methods become infeasible for 
sizably voluminous solution space. In comparison, 
the local search methods apply metaheuristic 
method that iteratively seeks neighboring solution 
candidates only starting from an initial one. The 
termination may be according to lapse of defined 
time or non-improvement in results after certain 
iterations. This method has limitation that at times 
solution may only be locally optimum, but not 
globally.  Global optimum means that the solution 
obtained is the best one amongst the entire solution 
space, while local optimum means solution obtained 
is the best one only amongst the neighboring 
solution candidates, which may or may not be best 
in the entire solution space. An example is shown in 
Fig. 1.

Fig. 1. Global and local optimum [15].
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1.5 Metaheuristics

Heuristics are basically approximation algorithms 
which are employed in cases where exact solution 
is either not available or where classical methods 
take too long to reach solution. It has been applied 
to a wide range of disciplines [1, 7, 22, 24, 31]. It 
aims at finding solution of problem in hand in a 
reasonable timeframe that is good or good enough 
but may not be the best. Thus, guaranteed optimal 
solution is traded off with less computational effort 
and time to reach the solution. Heuristics have 
its limitation: a) Problem specific information is 
required for working of heuristic; b) Single run 
algorithms provide limited solutions and terminates 
search on reaching local optima. The problem 
has not been addressed despite incorporating the 
improvement that runs the heuristic various times 
[12]. In order to address limitations of heuristics, 
concept of metaheuristic has been introduced. A 
metaheuristic is a set of algorithmic concepts that 
can be used to define heuristic methods applicable to 
a wide set of different problems [12]. Thus, specific 
problem would require incorporation of only few 
modifications. Alternatively, it can be said that a 
metaheuristic is basically higher-level heuristic 
built upon lower level heuristic. Metaheuristics also 
tend to bypass the problem of entrapment in local 
optima. It provides good or good enough solution 
to optimization problems in a quick time frame 
with limited computation capacity. Thus, these can 
be referred to as soft computing techniques capable 
of solving hard problems. In metaheuristic, first a 
set of solutions is sampled. This set of solutions is 
searched to find feasible solution and ultimately the 
good solutions. In certain cases, few assumptions 
are made especially where information is not 
perfect or complete. This flexible property enhances 
utilization domain of metaheuristic for diverse 
categories of problems [9]. Available metaheuristics 
differ in two aspects, the way in which they avoid 
entrapment in local optima and the way in which 
solution space is searched [12].

1.6 Conceptual Framework

ACO employed in this study is metaheuristic-based 
and has ability to converge to global optima. ACO 
algorithm refers to ‘swarm intelligence’: a concept 
used in artificial intelligence inspired from natural 

systems. Swarm means collection of agents. These 
agents demonstrate alike behavioral traits, and 
mostly adhere to certain rules on collective level. 
Their interplay results in collective intelligence that 
would not be possible individually or at non-group 
level. Examples include honey bee, ant colonies, 
etc. [5, 13, 23].

 The ACO heuristic has been developed based 
on behavioral pattern of ants foraging for food. The 
ants search for food more or less follows a certain 
pattern [3]. Initially ants roam randomly looking 
for food source. Once food source is found, ants 
return to their colony. On their way back, these ants 
lay a chemical called ‘pheromone’. Consequently 
a pheromone trail is formed, which can be sensed 
by other ants. Once other ants wandering for food 
sense a pheromone trail, they no longer move 
randomly rather follow the pheromone trail. While 
returning from the food source, these ants reinforce 
the pheromone trail. However, pheromone trail 
also evaporates with time resulting in decrease of 
attractive strength, and on a longer path pheromones 
strength decrease due to evaporation. If a shorter 
path is detected, then more ants follow this shorter 
path. This results in increase of pheromone level on 
this shorter path. This positive feedback eventually 
leads to following a single short path. Advantage 
of pheromone evaporation is that longer paths 
are avoided due to decreased pheromone level. 
In the absence of evaporation phenomenon, new 
shorter paths would not have been possible [3]. 
In ACO algorithm, the artificial ants replicate the 
real ants. “Simulated ants" imitate natural ants 
behavior in search of optimal solution. Its working 
is based on the principle of indirect communication 
between ants (stigmergy) through pheromone. The 
artificial ants deposit pheromone, which is taken as 
numerical information. Based on this information, 
probabilities are calculated which directs the 
artificial ants to shortest paths. The pheromone trails 
are reinforced or evaporated as per the experience 
of the artificial ants. 

 In ACO, metaheuristic delineates: a) Problem 
in general terms; b) Objective function and behavior 
of the ants in relation to the objective function 
and solution construction procedure i.e. rules for 
solution built up; c) Pheromone Update i.e. rules 
for pheromone updating; and d) Daemon actions 
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i.e. actions prohibited for single ant. The simulated 
ants move asynchronously at same time and 
solution is built up incrementally. Better solutions 
are given higher pheromone level thus probability 
of artificial ants to converge to better solutions 
increase iteratively. This knowledge is updated for 
entire community and is used in solution building. 
Desired preferences are heuristically defined, which 
adds remaining components to the solution [23]. 
Thus, provision of correct heuristic information is 
pivotal in reaching solution of excellent quality. The 
algorithm follows three basic steps i.e. construct 
ant’s solutions, update pheromones and daemon 
actions. Updating the pheromones describes how 
pheromone levels will be increased (reinforced) or 
decreased (evaporated). Daemon actions are related 
to collective wisdom of colony, which is not possible 
individually. The three procedures are managed 
through schedule activities construct; however 
scheduling is left on the discretion of designer to 
specify as per the requirements of problem [12].

2.  METHODS

2.1  Sample and Data

The data included in this study presents a real 
workplace JSSPs that are encountered in Burq 

Air Services (Pseudo name for general aviation 
organization) that owns a large fleet of XT-
10 Helicopters (Pseudo name), which has an 
elaborative maintenance setup is in place. 
Purposive sampling technique i.e. total population 
sampling was espoused, and entire fleet of 60 
XT-10 helicopters was included in the study. 
These helicopters have to undergo season change 
inspection on three workstations. As a standard, 
each inspection takes 120 man-hours however it 
fluctuate towards upper side due various factors, 
major one being unscheduled tasks detected during 
inspection. The helicopters were divided into five 
batches of 12 helicopters, which is a multiple of 
number of workstations (3 workstations) as well as 
a factor of total population (60 helicopters). This 
way inspection of the complete population can be 
completed in 5 steps with the critical advantage 
that synchronous loading of the three workstations 
remains a candidate solution. An additional 
advantage that can be accrued from this number 
is that once inspection of a batch is completed, its 
data can be incorporated as past data for the next 
set of jobs. In order to have substantial amount 
of data for comparison and testing of algorithm, 
secondary data for period covering last six seasons 
was selected. Data set for each season was taken as 
separate problem set. Data was collected using job 

Table 1.  Data for problem set 1.

Workstation 1 Workstation 2 Workstation 3

H
elicopter

A
irfram

e

Engine

Avionics

H
elicopter

A
irfram

e

Engine

Avionics

H
elicopter

A
irfram

e

Engine

Avionics

Hours Hours Hours Hours Hours Hours Hours Hours Hours

1 103 22 4 1 100 23 5 1 99 22 4
2 100 23 4 2 100 22 4 2 110 20 5
3 101 25 4 3 105 25 4 3 106 21 4
4 103 21 5 4 115 22 6 4 96 22 6
5 96 25 4 5 96 28 4 5 107 20 4
6 100 22 4 6 115 21 5 6 99 20 4
7 104 28 5 7 100 22 4 7 109 21 5
8 99 21 4 8 103 20 6 8 96 22 4
9 96 22 7 9 110 20 4 9 101 22 4

10 103 24 4 10 96 21 5 10 103 24 6
11 96 23 5 11 96 22 4 11 120 20 6
12 110 20 4 12 96 21 4 12 96 27 4

Note: Hours means man-hours
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cards and process sheets for analysis as well as for 
comparison and validation of results. 

 In Burq Air Services, a job card is a controlled 
document used for every work order. It records all 
the materials / spares used during the job, details of 
the technicians & inspectors who have worked on 
the job and the time taken besides other auxiliary 
details. Similarly, the process sheet is another 
controlled document, which includes all inspection 
steps, reference for the technical manual, names & 
signatures of technicians and inspectors, standard 
time allowed against each step, time actually taken 
at each step and various other auxiliary details. 
Data set for each season was considered a separate 
problem set thus presenting total of six problems. A 
sample data set is shown in Table 1.

2.2 Problem and Constraints

Various inspections mandated by the OEM (Original 
Equipment Manufacturer) of the helicopter are 
carried out to ensure safe operations. This study 
focused on the season change inspection of XT-
10 helicopters. This inspection is performed at 
the onset of every season i.e. summer and winter. 
Thus all 60 helicopters become due for inspection 
at the same time. This context exactly matches 
the generic assumption of JSSP thus enabling true 
modeling of the actual scenario. To undertake these 
inspections three maintenance setups are available 
i.e. workstation 1, workstation 2 and workstation 3. 
Each inspection comprises three trade examinations 
called Airframe, Engine and Avionics, and every 
workstation is capable to undertake the complete 
inspection and all three workstations work in 
parallel.

 All the scheduling solutions are based on 
certain assumptions/constraints:  
• There are n jobs that are required to be assigned 

to workstations. Number of these jobs remains 
fixed and does not vary for the problem under 
consideration. 

• At the start, say (time zero) all the n jobs are 
ready to be assigned to the workstations, and 
very individual job consists of one operation as a 
whole.

• There are w workstations and all are ready to 

take jobs. Number of these workstations remains 
fixed and does not vary for the problem being 
considered. Handling capacity of any of the 
workstation is limited to one job at one time. In 
other words one workstation cannot undertake 
two or more jobs simultaneously. 

• Each workstation has known benchmark-
processing times that are fixed. There are no 
breakdowns and setup time for any of the 
workstation and any job can be assigned to any of 
the workstation initially and subsequently.

• There is no transportation time between 
workstations.

• Enough workers are available at each of the 
workstation to undertake the job, and all workers 
are equally proficient to undertake the job. 

• Splitting any job and retrieving any job incomplete 
and assigning to other workstation is prohibited. 

2.3 Instruments

The complete scenario was modeled mathematically 
based on the generic assumptions of JSSP in the 
form of equations, expressions and inequalities 
that presented constraints for the model. Objective 
function was set as makespan minimization. 
It is important to highlight that all the generic 
assumptions of JSSP were consistent with the 
problem considered except: a) zero set up time; 
and b) fixed processing times. The former was 
addressed by adding set up times in the processing 
times while the latter inconsistency was addressed 
by deriving processing times from past data instead 
of minimum standard bench mark time of 120 
hours. Processing time at each workstation was 
worked out according to PC Hu rule [18]:

  (a)

 For makespan minimization, the ant (job) should 
be assigned to nearest food source (workstation) 
based upon the shortest path (processing time). The 
probability of an ant j to converge to a food source 
k was expressed as under:

 (Dorigo & Stutzle [12], pp. 
171-172  (b)
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Where:

 represented job not assigned to workstation k

 represented desirability of assigning job j to 
workstation k based on probability

 Here it is the pheromone value or pheromone 
level. It is given by the expression: -

Whereas  Present pheromone level and 

   Evaporation or reinforcement

 is the reciprocal of the heuristic function defined 
in equation (a). So it can be written as: -

 = 1/ heuristic function =  

 (c)

 The α and β are sensitivity factors that represent 
the boundary level condition for this probability.

 Initial triggering is independent of the 
evaporation or reinforcement so

 The jobs are assigned to workstations as per 
heuristic function of minimum processing times as 
per equation (b). Total flow time at workstation k (k 
= 1, 2 or 3) is the sum of processing times of all the 
assigned jobs to workstation k while makespan is 
the maximum of the total flow time at workstation k.

 Based on above, algorithm was defined in 
Matlab seeking for output schedule of the jobs with 
minimum makespan. The problem data sets were 
analyzed using this ACO based algorithm, which 
provided output schedules of jobs with minimum 
makespan. 

2.4 Construct Validity and Reliability 

Aftab et al. [4] applied the similar technique to 
well-known set of 100 problems and validated 
it through comparison of results with exhaustive 
search and genetic algorithm. The standard for 
the comparison was average deviation from the 
best solution through exhaustive search and time 
taken to solve these problems [4]. Moreover, 
the method has also been tested and validated by 
prior researchers, and as compared with others 
this method produced better solutions [e.g., 1, 34]. 
Umer et al. [34] validated neural augmented ACO 
technique (NaACO) through application on set of 
100 problems. The heuristic information in both the 
cases was same as in this study i.e. processing times 
from past data although the applications scenarios 
were different. Thus defined ACO metaheuristic 
and its Matlab code are validated. Likewise, both 
the documents (Job card and process sheet) used 
for data collection are controlled documents of 
Burq Air Services. These documents form the 
basis for all the planning and control mechanism 
of the organization. Job cards, in addition, have 
information on materials used and thus have 

Table 2. Summary of results.

Problem #
Jobs Assigned to Workstations Makespan

(Hours)WS 1 WS 2 WS 3

Problem 1 4
(3,5,9,11)

4
(2,7,10,12)

4
(1,4,6,8) 412.4500

Problem 2 4
(2,7,10,12)

4
(1,4,6,8)

4
(3,5,9,11) 411.4500

Problem 3 4
(1,4,9,11)

4
(3,5,7,10)

4
(2,6,8,12) 412.9167

Problem 4 4
(2,5,8,11)

5
(1,4,7,10,12)

3
(3,6,9) 512.5000

Problem 5 4
(1,6,8,12)

4
(3,5,7,10)

4
(2,4,9,11) 428.7429

Problem 6 4
(3,5,8,12)

4
(1,4,7,10)

4
(2,6,9,11) 419.0833

Note: Time taken to solve the problem = 0.017800seconds
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financial aspects, which add to the accuracy of the 
document. In other words, these two are the most 
authentic documents for man-hours data collection. 
Therefore, data collected for this study is considered 
reliable and accurate.

3.  RESULTS

ACO metaheuristic has been applied for scheduling 
of jobs (helicopters) to workstations and calcula-
tions of makespan. Each data table concerns a 
separate problem, thus presenting a total of six 
separate problem sets requires scheduling. These 
have been labeled as problem 1 to 6. Summary of 
study results is presented in Table 2.

 Table 2 elucidated that workstations have 
been loaded with equal number of jobs for all 
the problem sets except for problem set 4 where 
workstation 2 has been assigned 5 jobs, while 
workstation 3 has been assigned 3 jobs. Analysis of 
data for problem set 4 revealed that workstation 2 
was taking times close to the minimum benchmark 
time while workstation 3 was taking times much 
more than the minimum benchmark time. Thus 
workstation 2 was able to complete the 4th job prior 
to the end of 3rd job by the workstation 3, and 4th 
job by workstation 1. Therefore workstation 2 was 
loaded with the 5th job as shown graphically in Fig. 
2. Investigation revealed two major factors were 
attributable to lower efficiency of workstation 3 at 
that time. First, severe deficiency of manpower at 
workstation 3 at that point of time, and second was 
breakdown of specific equipment required for the 
inspection at that point of time. It can be inferred 

from the results that scheduling is not only confined 
to the efficient utilization of the resources, rather it 
also signals some underlying problems demanding 
investigations and subsequent corrective measures 
in such like scenarios. It is worth mentioning that 
all these loading are probabilistic in nature derived 
from the past data. However, in practice variations 
are expected due to factors attributable to jobs and/
or workstations. Job related factors might include 
some unscheduled works required on specific jobs. 
Workstation factors may include non-availability of 
required equipment, workers availability, workers 
proficiency, etc. Minimum makespan for all the 
problem sets are shown in Table 2 indicating that 
jobs would be completed in this time if matching 
assignment of jobs to workstations were adopted.

 Amongst all possible scheduling possibilities, 
the projected sequence presented minimum time to 
complete all the jobs. In other words this sequence 
enables minimum makespan. Assuming uniform 
loading of the workstations, i.e., 4 jobs each to all 
the 3 workstations and calculation of corresponding 
makespan would enable uniform comparison. 
Based on past data, the makespan has been worked 
out by calculating average time taken to complete 
4 jobs at each workstation, and choosing the 
maximum one. This comparison is shown in Table 
3. Results indicated improvements up to 25% 
through application of ACO technique. 

4. DISCUSSION 

The study presents 1,714,233,849 scheduling 
possibilities if simple exhaustive search is applied. 

Table 3. Comparison of results with empirical data.

Problem#
Average Time to Complete 4 Jobs

Makespan*
Results Achieved 

through ACO
% 

ImprovementWS1 WS2 WS3

1 514 518 520 520 412 21

2 518 520 510 520 411 21

3 517 533 547 547 413 24

4 553 556 580 580 513 12

5 574 574 571 574 429 25

6 536 538 540 540 419 22

*Makespan for the empirical data is the maximum of the time to complete 4 jobs by WS1, WS2 and WS3.
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However, the proposed model established that 
the number of jobs ‘n’ assigned to a workstation 
‘w’ matters and not their sequence. It means that 
processing jobs assigned to workstations in any 
order would not result in change of flow times and 
makespan. For example, if 4 jobs (say job # 1, 5, 7 
and 9) are assigned to workstation 1, the processing 
of these jobs in any sequence would result in 
same flow time and makespan. This would hold 
true even for the scenarios where all the jobs are 
not available at time zero provided they are made 
available before completion of the preceding job. 
It reduces the possibilities to 91 for each problem 
set, thus presenting a total of 546 possibilities for 
all the six problem sets under consideration. These 
possibilities are explored heuristically for optimal 
solutions to bring a single optimal schedule. A worth 
mentioning achievement of this work is that all the 
constraints and limitations posed by the problem 
have been well catered for while formulating the 
problem. No unnecessary and unreal simplifications 
have been made to the problem in hand. Thus, the 
developed model encompasses the problem in its 
real form. In line with prior researchers [e.g., 1, 
10, 13, 20, 22, 23, 24, 27], this work has come up 
with a customized yet efficient way to optimize the 
scheduling problem in a real workplace setup.

4.1  Practical Application

Aviation maintenance is not only critical from 
safety point of view but also equally important from 
financial perspective due to intense competition. 
Careful application of the metaheuristic technique 
presented in this study can provide scheduling 
efficiencies, which has direct implications for 
financial gains, and indirect implications for 
safety enhancement. Being the first attempt, this 
study has addressed the scheduling problem that 
is encountered in an aviation maintenance setup 
to schedule upcoming inspections using artificial 
intelligence through ACO metaheuristic. It has 
provided a scheduling technique, which is not merely 
based upon theory or standard times, but provided 
its practical application based on the actual past 
data. The findings are important for systems where 
processing times are not fixed rather varies due to 
various factors like unscheduled works, different 
proficiencies of workers, breakdowns etc. These 

scenarios are normally encountered in aviation 
setups and pose serious challenges to optimization 
researchers. Though this work addressed scheduling 
problem in job-shop setting, with little modification 
it can be easily extended to various other variants 
like open shop scheduling problem (OSSP), 
group shop scheduling problem (GSSP) etc. This 
effort addresses scheduling problem of twelve 
jobs assignments to three workstations.  With 
minor changes, it can be tailored to any number of 
workstations and jobs. An important aspect is that 
this work can be applied in service setup as well 
as workstations and jobs. This work can be applied 
in other allied areas of social and medical sciences 
for solving optimization problems with little or no 
modification. This study enabled futuristic loading 
of workstations based on past data as a forecasting 
tool. With these results in hand, it can be posited 
that the proposed ACO algorithm will help in 
better forecasting based on past data in variety of 
situations. The Burq Air Services and similar setups 
can accrue various advantages from this research 
for improved efficiency through better loading of 
workstations, better forecasting of future scenarios 
and indication of low efficiency workstations 
warranting investigations and subsequent corrective 
actions.

4.2 Limitations 

This research attempted to cover all major facades 
of JSSP; however, there are certain limitations. 
First, the presented algorithm is not a generic tool; 
rather it is specific to the problem discussed in this 
study. It implies that the algorithm presented in 
this study requires customization to match other 
problems. Second, the developed tool is not simple, 
and its application is adjunct to method that alters 
work dynamics with technical arbitration [38]. 
It requires basic understanding of the working of 
algorithm and certain aspects of the problem in 
hand. Therefore, training is required prior to the 
application of the presented technique. Third, the 
technique does not incorporate pheromone up 
gradation because the problems set were small. The 
developed technique faces problem in assigning 
jobs to workstations when heuristic information 
(minimum processing time) is the same for two 
or more workstation. The simulated ants (jobs) 
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Fig. 2.  Jobs assignment and Makespan of all six problems.
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get confused in deciding which food source 
(workstation) to choose, as the probabilities are 
equal. However, it is a rare possibility as heuristic 
information is checked till the last decimal place. 
Fourth, the algorithm may present deviated results 
in cases where past data has huge dispersion with 
regards to the processing times. In such scenarios 
data should first be adjusted manually. Last, the 
work does not address worker’s assignment of the 
problem, which can further reduce the makespan.

4.3 Future Prospects

Although this study extended the existing body of 
research on the topic, it has remained confined to 
the specific problem. Various avenues are opened 
for the future researchers in the form of extension 
and modification of the proposed technique. 
Firstly, formulation of generic tool capable of 
addressing wide variety of scheduling problems 
using ACO is an important area for future research. 
Secondly, improvement of technique through 
incorporation of pheromone up gradation functions 
is a promising area for future research. Thirdly, the 
study addressed problem sets involving only three 
machines or workstations and twelve jobs only. 
Problems with more workstations and jobs would 
pose interesting scenarios for future researches. 
Fourthly, improvement of the proposed technique 
to overcome equal probability problem is possible 
through EAS (Elitist Ant System). Besides, the 
improvement of the proposed technique various 
other problems can be modeled and solved through 
this variant of ACO. Thus, it is another favorable 
area for future researchers. Fifthly, the proposed 
algorithm does not address workers assignment 
problem. Incorporation of the same in the proposed 
technique using ACO is a potential area of research. 
Sixthly, present study focused only one particular 
type of inspection for XT-10 helicopter. Nonetheless, 
there are various other forms of inspections that are 
performed on XT-10 helicopters. Formulation of 
tool capable of addressing scheduling as well worker 
assignment problems for all sorts of inspections of 
XT-10 helicopters would be a challenging domain 
for the future researches. Similarly, domain of 
such optimization problems is strictly restricted 
to a certain setup without taking into account the 
upstream and downstream players i.e. suppliers 

and customers. Scenarios requiring optimization 
of complete supply chain would require intricate 
programming from optimization researchers. 
Lastly, application of this technique in service 
industry would be fascinating and challenging. 
Its application in hospital, food and transportation 
disciplines is strongly recommended for future 
studies in this field.

5. CONCLUSIONS

This study adds to the existing body of knowledge 
in the realm of optimization.  It covered both 
the theoretical and practical application of 
optimization. All the constraints and limitations 
posed by the problems were catered for, and no 
unrealistic simplification was made. This work 
has come up with a customized yet efficient 
way of optimizing the scheduling problem in 
a real aviation maintenance job-shop setup to 
schedule the upcoming inspections using artificial 
intelligence through ACO metaheuristic which has 
not been attempted earlier. Application of presented 
ACO algorithm can help in better forecasting based 
on past data in a variety of situations. Aviation 
organizations can accrue various advantages from 
this research aimed at improving efficiency through 
better loading of workstations, forecasting the 
future scenarios, detecting the underperforming 
workstations, and taking the corrective actions. 
This work can also be taken as a reference source 
in future research to extend its application in other 
fields with requisite modifications.
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1. INTRODUCTION

Software outsourcing partnership is a global software 
engineering (GSE) paradigm for developing 
high quality software at reduced cost. Software 
outsourcing partnership is different than software 
outsourcing. This is because software outsourcing 
is a contract-based relationship between client-
vendor organisations whereas software outsourcing 
partnership is a collaborative relationship beyond 
organisational boundaries. Client-vendor relation in 
this fashion often crossing the traditional contractual 
limits. Here risks and benefits, investments and 
work load of joint labours are equally divided 
among the collaborative members. Companies 
achieve competitive advantages through inter 
and intra-organisational collaboration. Long term 
working relationships are developed based on 
bidirectional trust, mutual interdependence and 
win-win mind-set between partners. Companies 
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usually develop collaboration to decrease the costs 
of obtaining appropriate information/understanding 
and capabilities or competencies needed for well-
organized professional processes. Collaborative 
relationships usually are in the form of joint 
ventures, alliances, association or partnerships [1].

 However, developing a fruitful long term 
cooperative relationship based on collaboration 
between two diverse businesses are more 
challenging and complex than commonly estimated. 
In view of Kelly et al. [2] disappointment proportion 
for collaborative relationships (like associations, 
alliances, joint ventures or partnerships) varied 
from 50% to 60%. Bamford  et al. [1] reported 
in his research article that success rate was only 
53%. When collaboration like partnership is in 
developing stage, the focus might very often 
be in financial and legal aspects. Beside all the 
complexities, collaboration still happens amongst 
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organisations. Focusing on social aspects beside 
legal and financial, might lead to improved and 
more lasting results when developing partnership 
[3]. 

 Building a successful inter-organisational 
partnership is a multi-dimensional and iterative 
process in which legal, psychosocial, economical sub 
processes are concurrently taking place [4]. Shared 
goals and ownership, mutual interdependence, 
mutual trust, long term commitment, effective 
and timely communication, quality production 
and partner’s proximity are constituent parts of a 
successful partnership [3].

 Due to mega economic changes, 
internationalisation, competition from low 
wage emerging countries, and improvements 
in information and communication technology 
(ICT) from 1980 to 1990 many different kinds of 
organisations have been created including multiple 
vendor agreements, strategic networks, different 
types of conglomerates, alliances and joint ventures 
etc [5]. Different types of organisations having 
different kinds of needs, therefore different kinds 
of relationships are needed. Numerous of the 
aforementioned relationships, at least at the start, 
are just intended for cost savings. Initially the core 
activities were performed in-house and relationship 
is formed only to buy non-core activities from 
other organisations. Now relationship is usually 
formed to acquire the information/understanding 
of new technologies, knowledge and skills beyond 
the organisation’s boundaries and competence. 
So interest in closer relationships (a partnering 
relationship) has grown, because partnership 
provides the opportunity to enter into the 
knowledge of new technologies. Other possible 
motives include access to skilled human resources, 
acquiring complementary skills, entrance to new 
markets, more focus on company core competence, 
focus on strategic issues, boosting innovation, 
to reduced time to-market, increasing product or 
service quality, transferring static costs to variable 
costs, and improving competitiveness [6, 7].

 Software companies currently use a wide 
variety of mechanisms to source software 
development; they outsource development work, 
develop insource, expand insource capability 
through acquisitions, and build partnerships and 

joint ventures with counterpart organisations [8]. 
Four of the strategies are highlighted by Moe et al 
[8], including insource, outsource, separate profit 
centre and strategic partnership. Similarly Roy 
[9] present four internal outsourcing strategies, 
including internal governance, recuperation, 
outsourcing and partnership. 

 According to Kishore [10], outsourcing 
relationship can be categorised into four categories. 
These are support, alignment, reliance and alliance. 
Alliance is a relation with high trust and low 
contractual control. Outsourcing partnership is a 
types of an alliance relationship [11].

1.1 Outsourcing Partnership – What it is?

Outsourcing partnership is a widely used 
terminology in the literature but still no precise 
definition exists for it. It is a relationship composed 
of two words outsourcing and partnership and 
therefore thoughtful understanding of individual 
terms is desirable for its definition.

 Outsourcing is the contracting of various 
system’s sub-functions, programming, data entry, 
facilities management, maintenance operation, 
system integration, disaster recovery, data centre 
management, and telecommunication by client firm 
to external vendor.

 According to Oxford English Dictionary [12] 
outsourcing is defined as “the obtaining of goods or 
service or components from an outside or foreign 
supplier, especially in place of an internal source” 
In view of Kinnula et al [6] it is “the process of 
transferring the responsibility for a specific 
business function from an employee group to a 
non-employee group”. 

 The main reasons for outsourcing are cost 
savings, increased flexibility in bidirectional 
decision making, access to specialist expertise, 
improved quality of service, free management time 
when there is lack of resources, improved financial 
control [13]. According to Brinkerhoff and Jennifer 
[14] the reasons for outsourcing, includes marked 
pressure on organisation to reduce costs, increase 
core competencies, and to provide specialized 
expertise more effectively. 

 In the management literature the partnership 
type correlation between companies has been 



 Practices for implementation of the Critical Success Factors in Software 147

studied extensively [4]. For example, inter-
firm cooperation has examined in the marketing 
discipline, partnering between manufacturers and 
distributors , manufacturers and sales agents , 
buyers and sellers as well as auditors and clients 
. While in computer literature empirical literature 
survey on the partnership relationship between 
outsourcer and outsourcee started to grow after 
2000 in the Europe, US and Asia [4]. 

 Lambert et al. [15] have the view as “a tailored 
business relationship based upon mutual trust, 
openness, shared risks, and shared rewards that 
yield a competitive advantage, resulting in business 
performance greater than that would be achieved 
by the firms individually”. Lee et al. [16] define 
outsourcing partnership as “an inter-organisational 
relationship to achieve the participants shared 
goals”.

 In nut shell ‘an outsourcing partnership’ is a 
commonly used word with no clear-cut definition. 
It is used quite charitably by the academics, 
without proper definition. However, obliquely it 
is conceivable to develop a universally acceptable 
understanding of the use of the term: an outsourcing 
partnership is a partnering relationship resulting 
from the outsourcing process, unlike to the other 
types of relationships that can be engendered from 
the outsourcing process. It is a long term inter-
organisational software development relationship 
between client and vendor organisations with 
mutual adjustment and renegotiations of tasks 
and commitment that exceeds mere contractual 
obligations stated in an initial phase of the 
collaboration.

 In this research paper, we consider software 
outsourcing partnership as “a strategic partnering 
relationship resulting from a process of transferring 
the responsibility of developing software for a 
specific business function from an employee 
group to a non-employee group, including transfer 
of assets, such as personnel”. SOP is a mutually 
beneficial, continuous and long term relationship, 
in which future plans, visions and confidential 
information is shared with partner organisations 
proactively and willingly, with the aim to help each 
other, in concentrating their skills and resources 
towards the right track.

1.2 Difference Between Ordinary Outsourcing 
and Partnership Outsourcing

Ordinary software development outsourcing (SDO) 
relationship is different than SDO partnership. 
This is because, in ordinary outsourcing relation 
a client contracts software development work to 
a an external vendor who provides development 
services for payment while outsourcing partnership 
is the superior form of ordinary outsourcing 
relationship [17-19]. SOP is a relation for long time 
based on the renegotiations of mutual adjusted task 
and commitment that supersede the initially agreed 
contractual terms and conditions that are mentioned 
as the start of the association [19]. It is flexible, long 
term and based on sharing of risks and benefits and 
future goals and visions. In practice only a fruitful 
outsourcing relationship is eligible to promote to 
outsourcing partnership [10]. It cannot be instantly 
developed, but rather, it shapes with the passage of 
time [6]. A key difference is in the level of depth; 
SOP is  deeper relationship in which many traditional 
border line between companies are wrecked [6] . A 
relationship is said to be SOP, where the parties share 
confidential information about future plans, work 
together, combine resources, and share ownership, 
risks and benefits [5] and take joint decisions 
to undertake mutually beneficial business [20]. 
Outsourcing partnership is a good tool to overcome 
technological uncertainty, because outsourcing 
partnership is the unique type of outsourcing 
relationship where partners share information of 
unexpected events [21]. Here both the parties share 
tacit information, human resources, and work load, 
to achieve mutual goals [20]. The main difference 
between partnership and contractual relationship is 
that, in partnership relationship the stress is given 
on trust and achieving general business goals while 
in contractual relationship the stress is given on 
the obligation of formal contract and on achieving 
specific business goals. In summary Partnerships 
are about relationships, not contracts [6]. In order 
to understand SOP practices in SOP from vendor’s 
perspective, we have formulated the following 
research question (RQ). 

 RQ1. What are the solutions/practices, as 
identified in the literature for proper implementation 
of success factors in Software Outsourcing 
Partnership from vendor’s perspective? 
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 Here we have tried to find out the possible 
solutions through SLR in the related research 
articles for the identified critical success factors of 
software outsourcing partnership. The findings of 
SLR have been validated in the software industry 
through questionnaire survey. The rest of the paper 
is structured as. Related work is presented in section 
2, section 3 presents the methodology. Section 4 
describes the study results. Section 5 summaries and 
discusses the paper. Section 6 deals with limitations 
while Section 7 is the conclusions and future work.

2. BACKGROUND AND ASSOCIATED 
WORK

A number of approaches exist for collaboration, such 
as sub-contracting, partnership, alliance, reliance 
and joint ventures, etc. Kinnula [6] has presented 
a summary of the research areas of partnership in 
the context of software development outsourcing. 
These include (1) motivation towards partnership 
(2) performance evaluation of partnership (3) 
Scope of partnership (4) success of partnership and 
(5) decision making frameworks for partnership.

 Ellram and Edis [22] explain how traditional 
outsourcing relationship is moved towards 
partnering relationship. Previously alliance has 
been highlighted with opportunism, doubt and 
distrust, contracts for single projects, strictly 
watched over communication between client and 
vendor, limited objectivity, restraint access of 
organisational resources, retribution for slip-ups, 
blame and distance and connection for specific 
project only. This type of outdated mind-set is not 
fruitful to an outsourcing partnership relationship. 
To bring the relationship on right way, a key 
change in approach is required. In partnership type 
relations shared aims and objectives, mutual trust, 
openness and honesty in dealings, effective and 
in time communication, objective critique, long-
term commitment, innovative and supportive work 
place, organisational access to new technology, 
complementary skills and market, knowledge and 
resources sharing, teamwork, complete company 
engrossment at every levels of contacts and 
organisational proximity provide foundation for the 
partnership relationship formation.

 Bowersox et al. [20] state that, partnership is 

formed in order to achieve shared benefits greater 
than that firms would achieve individually. It is a 
long term process in which partners with mutual 
goals makes joint decisions, work closely together, 
share information, ownership, benefits, risks, 
resources and achieve mutual beneficial results. 

 Different studies have been conducted to 
identify the various factors related to software 
outsourcing. Khan et el. [23] have conducted a 
systematic literature review and have identified 
22 success factors regarding selection of software 
outsourcing vendors. They have briefly analysed 
the identified success factors across the different 
continents, organisations size and in different 
decades. They have also conducted an empirical 
study to address the solutions for their identified 
success factors. The same kind of study has been 
conducted by Niazi et al. [24] find out the different 
critical success factors (CSFs) through empirical 
study regarding software process improvement.

 A number of other  researchers have tried to 
address some of the issues of SOP, e.g (Bowersox 
et al. [20], Sehic et al. [25], Millson et al. [26], 
Kinnula [6], Alexandrova [27], Dominguez [28], 
Ellram and Edis [22], Mohr et al. [29], Hossain et 
al. [30], Bruce et al. [31], Mishra [32]. Summary of 
some of these research works are presented below:

 A research study was carried out in USA on 
factors affecting partnership formation [33], the 
main results of the investigation were mutual 
trust and cultural differences. A comparable study 
was carried out by Kinnula [6] to investigate the 
formation of outsourcing partnership and has 
proposed outsourcing partnership life cycle model. 
Sehic et al. [25] proposed a strategic partnership 
model (SPM) and have identified various external 
factors (such as social, political, competitive 
and technology) and internal factors (such as 
organisational perspective, cost, resource, history 
and competitiveness).

 Dominguez [28] argues the partnership as a 
manifestation of trust. The need for partnering 
relationships arises in case where countless 
and faster co-operation is demanded. One 
of the constituent’s elements of partner type 
relationship is the provision of trustful atmosphere 
between the outsourcing client and vendor. Open 
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communication, information sharing and mutual 
goals are all tools for getting partner position. 

 Bruce et al. [31] in his paper ‘complexities 
of collaborative product development’ present 
the following success factors, trust and flexibility, 
communication, equivalence in power, benefits 
and contribution, commitment and strong personal 
relationships. Millson et al [26] identified success 
factors like mutual understanding of strengths and 
weaknesses, goals related to strategy, intellectual 
property rights, information sharing and exit 
strategies.

 Mohr et al. [29] have identified various critical 
factors such as coordination, communication 
quality, commitment, trust, information sharing, 
active participation, honesty and openness, and 
joint problem solving in partnership formation 
[29]. Similarly other identified factors include 
bidirectional information sharing, shared goals, 
trust, early communication with client, distinct 
value addition by vendor, top management support, 
mutual commitment and mutual understanding 
[34].

 Hossain et al. [30] conducted a study about 
SCRUM in Global Software Engineering (GSE) and 
found that agile practices shown to be enormously 
favourable in GSE projects. They found that some 
of the outcomes that the authors conceived could 
enhance GSE projects in general.

 Smite et al. [35] conducted SLR which 
provides detail GSE practices and techniques. 
It provides the seven most important discussed 
practices in literature that is particularly significant 
for practitioners.

 Although multiple different collaboration 
approaches exist, such as sub-contracting, 
partnering, joint ventures, etc. our study focus 
solely on outsourcing partnership as the empiric 
case used in this study. It is observed that no 
SLR has been conducted so far for finding the 
critical success factors (CSFs) in SOP. Critical 
factors are those impacting either positively in 
partnership formation. Usually these are listed 
under “success factors” or “factors leading to 
successful partnership” in the relevant literature. 
It is observed that no SLR has been conducted so 
far for finding the solutions for identified CSFs. We 

consider all those factors as critical, which have 
been cited by >=30% in research articles. This 
paper is one component of our proposed software 
outsourcing partnership model (SOPM) [36, 62]. 
This paper concentrates on the solution of the 
identified CSFs of SOPM. We have conducted SLR 
and have identified 26 success factors of SOP, out 
of which 14 are CSF [19]. Furthermore, we have 
also conducted a separate SLR for extraction of the 
solutions from the literature.

3. RESEARCH METHODOLOGY

For the identification of practices for proper 
implementation of critical success factors (CSFs) 
we had used systematic literature review (SLR) 
process. For this process we follow the guiding 
principle of Kitchenham and Charters [37-
39]. A similar approach has also been used by 
other researchers [19, 40], we also studied these 
approaches and get guidance from it. We presented 
the research methodology of our paper in Fig.1. 
Khan and Niazi [41] has also used a similar 
approach. In first phase of SLR, research questions 
are defined. In the second phase general literature 
review is conducted. The selection of relevant 
literature is carried out on the bases of title and 
abstract in the third phase. In the fourth phase data 

Fig. 1 Systematic literature review process.
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are extracted from the relevant papers and also 
we synthesis these data into different categories. 
Finally, we classify these categories and identify 
practices for SOP.

 By using systematic literature review our 
study will confine the missing practices in SOP. 
Our research in the area of SOP is expected to give 
the right and useful approach in order to views 
outsourcing practitioners about the awareness of 
SOP. The novelty of our research shows that nobody 
has conducted SLR in the domain of SOP to find 
out practices for proper implementation of CSFs in 
the context of SOP formation. This paper helps the 
SDO vendor organisations to use the practices in 
order to implement the various factors. This paper 
wills also improving the readiness of SDO vendors 
toward SOP strategy.

 The ultimate goal of our project software 
outsourcing partnership model is under process. 
However, we have published methodology and 
design of our proposed model [17, 19, 36]. This 
paper contributes to the conduction and findings of 
the SLR. The major steps in our methodology are:

3.1  Search Strategy and Search

The search strategy and search is available in the 
protocol [17]. A manual search was conducted for 
the determination of resources to be searched. In 
this phase we initially develop a trial search string 
which was used in different digital libraries. The 
available different digital libraries are IEEE Xplore 
(http://ieeexplore.ieee.org/), ScienceDirect (http://
www.sciencedirect.com), ACM (http://dl.acm.
org/), CiteSeer (http://citeseerx.ist.psu.edu) and 
Springer Link (http://link.springer.com/).

3.2 Publication Selection 

3.2.1  Inclusion Criteria and Exclusion Criteria

The inclusion criterion is available in the protocol 
[17, 18].

3.3 Selecting Primary Sources

The selection process had two parts: a primary 
selection from the search results of papers that 
could plausibly satisfy the selection criteria, based 
on a reading of the title and abstract of the papers; 

followed by a final selection from the primarily 
selected list of papers that assure the selection 
criteria, based on a reading of the whole papers.  The 
inter-rater reliability test was performed to reduce 
the researcher’s biasness. However, no variances 
were found. Only 74 papers out of 2550 qualify the 
inclusion/ exclusion criteria. Finally the duplication 
was removed by excluded 09 papers from the final 
list of papers which repeated across different digital 
library, and we get a final total of 65 papers.

3.4 Publication Quality Assessment

Details are available in the protocol [17, 18]. The 
results of the study quality assessment were used 
in the selection of publications. After applying the 
quality assessment criterion, 65 papers remained 
included in the final list.

3.5 Data Extraction 

The review was undertaken in a team by the 
researchers (authors), who were responsible for 
the data extraction. The inter-rater reliability test 
was performed after the data extraction process 
and no disagreements were found. The following 
data was extracted from each publication: date of 
review, title, authors, reference, database, critical 
factors, methodology (interview, case study, report, 
survey etc), target population, sample population, 
publication quality description, organisations type 
(software house, university, research institute 
etc), company size (small, medium, large), spi 
certification, country/location, year and practices 
for proper implementation of CSFs.

3.6	Classification	of	Practices	

After identifying the practices for proper 
implementation of SFs in SOP SLR, we classified 
few practices as critical practices. The classification 
of critical success practices was based upon criteria, 
such as: those practices will be considered as critical 
whose frequency was >= 30. 

4. RESULTS

This section demonstrates the outcomes of the SLR 
i.e the practices/solutions for implementing CSF 
for SOP. In the following tables, we have used the 
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term ‘CSF’ for short to represent ‘critical Success 
factors’. The subsequent sections represent 14 
CSFs and their respective identified practices. We 
have identified 142 practices in total. 

4.1 Mutual Interdependence and Shared Values

‘Mutual interdependence and shared values’ is the 
most important factor identified in our research 
study. By mutual interdependence and shared 
values, we mean common aims and objectives, 
sharing risk, benefits and shared ownership. 
According to Alexandrova [27] it is considered as 
important factor of the outsourcing partnership as it 
presumes “goal symmetry” between the outsourcer 
and vendor organizations.  Table 1 presents our 
identified list of 7 practices to implement CSF 
‘mutual interdependence and shared values’.

4.2  Mutual Trust

‘Mutual trust’ is the second most cited success 
factor in our findings. Mishra [32] defined mutual 
trust as “…one party’s willingness to be vulnerable 
to another party based on the belief that the latter 
party is 1) competent, 2) open, 3) concerned, and 
4) reliable”. Mutual trust and transparency leads 
to the establishment of long-term relationship 
between client and vendor organisations [42]. The 
degree of trust between the partners compensates 
any potential drawbacks of the formal contracting 
and the lack of strong defenses clauses in the 
outsourcing agreement [27]. Table 2 presents our 
identified list of 11 practices to implement CSF 
‘mutual trust’.

4.3 Effective and Timely Communication

By ‘effective and timely communication’ we mean 
exchanging status of the efficiency and effectiveness 
between partners. According to Webb [43] ‘effective 
and efficient communication’ between client and 
vendor organisations gives them an opportunity for 
the development of mutual understanding, respect 
and qualities, which can significantly increase the 
permanence of an outsourcing relationship. In view 
of Berger and Lewis [44] effective communication 
between outsourcing partners is assumed to be of 
crucial importance for the successful relationship. 
Table 3 presents our identified list of 11 practices 

to implement CSF ‘effective and timely 
communication’. 

4.4  Quality Production

‘Quality production’ by vendors can lead towards 
partnerships with their clients. By quality production, 
we mean delivery of high quality products, by using 
up to the mark capability and expertise, up-to-date 
technology and core competencies of vendor’s in 
providing the required service quality. Due to the 
outstanding evolution in free marketplaces under 
the conditions of globalization and improvements 
in ICT, organisations have to consider outsourcing 
strategies, not for utilisation of the cost advantages 
but also to take benefits from the enhanced quality 
that counterpart vendors offer [14]. Table 4 presents 
our identified list of 13 practices to implement CSF 
‘Quality production’. Indian software companies 
have been reported to provide high quality 
software at low cost [45]. This is the reason that 
in the software export market, India is a dominant 
software outsourcing provider [46]. These trends 
show that ‘quality production’ is used as one of the 
criteria in the promotion/conversion of software 
development outsourcing vendors.

4.5  Organisational Proximity

By organisational proximity we mean strategic 
compatibility, business and technology understand-
ing and language symmetry (refer to situations 
where both partners speak the same language). Or-
ganisational proximity is defined as “belonging to 
the same space of references” and manifested by 
shared representations, norms, standards and work 
practices [47].  Table 4 presents our identified list 
of 9 practices to implement CSF ‘organisational 
proximity’.

4.6 Coordination, Cooperation and 
Collaboration

Coordination is the harmonization and combination 
of responsibilities, activities and command and 
control structures to efficiently use resources of 
an organization, in order to achieve predefined 
objectives. Cooperation is the actions of common 
efforts or association for mutual benefits. 
Collaboration is a cooperative working arrangement 
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Table 1. Practices for implementing mutual interdependence and shared values.

S. No. Practices/Solutions for implementing ‘mutual interdependence and shared values’, 
identified	through	SLR

% of Practices via 
SLR (N=65)

1 Collaborate with client in decision making process and  engage client in the development 
phases updates 22%

2 Respect for mutual obligations and recognition of dependence 8%

3 Establish collaboration in the form of Sharing risks, benefits  and burden with the client 18%

4  Set up common goals, vision, expectation and ownership 25%

5 Establish frequent communication in different modes (site visits, synchronous and 
asynchronous communication using online tools) 5%

6 Develop complimentary assets and skills. 6%

7 Provide competitive quality of service, skills and resources 5%

Table 2. Practices for implementing mutual trust.

S. No. Practices	for	implementing	‘mutual	Trust’,	identified	through	SLR % of Practices via 
SLR (N=65)

1 Properly define  role and responsibility 6%

2 Maintain reputation and good track records of the previous project 6%

3 Provide  long term cooperation 9%

4 Openly share knowledge among the team members 14%

5 Follow the agreed time schedule strictly 11%

6 Deliver high quality products as per requirements 11%

7 Fulfill the client expectation as stated in the service level agreement 3%

8 Collaborate with the client in the form of joint investments, joint execution and jointly 
management 

14%

9 Follow professional ethics in dealings 6%

10 Arrange site visits 5%

11 Maintain confidentiality and security of client’s information including intellectual property 
rights

9%

Table 3. Practices for implementing effective and timely communication.

S. No. Practices	for	implementing	‘Effective	and	timely	communication,	identified	through	SLR % of Practices via 
SLR (N=65)

1 Encourage both asynchronous and synchronous communication 22%

2 Establish communication guidelines and ICT infrastructure 8%

3 Create and offer shared cyber space 5%

4 Encourage frequent communication through latest technologies 8%

5 Communicate project status on daily basis 9%

6 Arrange ICT training sessions for the team members 5%

7 Establish open communication between stakeholders through face to face meetings and onsite 
visits

11%

8 Adjust communication barrier through the use of middleman with efficient communication 
skills and domain knowledge

9%

9 Design special interfaces between client and offshore vendor employees such as 
EDI(Electronic Data Interchange) link

6%

10 Encourage frequent formal and informal communication among team members 6%

11 Communicate well and according to a plan by using a team calendar for who needs to know 
what and when

9%
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in which two or more parties (which may or may 
not have any previous relationship) work jointly 
towards a common goal. Literature reveals that 
the current inter-organisational trend is changing 
from competition to coordination, cooperation and 
collaboration [48]. Table 6 presents our identified 
list of 7 practices to implement CSF ‘coordination, 
cooperation and collaboration’.

4.7 Flexible Service Level Agreements (SLA)

SLA is an officially written agreement jointly 
developed between client and the vendor 
organisation. It specifies a service provision or 
product development at such level to achieved 
business aims and objectives. It is an outsourcing 
agreement in the form of written contract between 
outsourcee (service provider) and outsourcer (a 
service receiver). SLA covers all of the terms and 
conditions of the corporate association, including 
services to be provided and service provider 
fees, time and schedule etc. In practice SLA is a 
constituent part to the outsourcing agreement. The 
SLA governs the quality and availability of the 
service, covering areas listed in the response to the 
prior question [49]. Table 7 presents our identified 
list of 4 practices to implement CSF ‘flexible 
service level agreements (SLA)’.

4.8 Bidirectional Transfer of Knowledge (BTK)

BTK emerges when optimal (in terms of quantity 
and quality) information necessary for the realiza-
tion of the service is provided through the channels 
of effective communication between the partners. 
The knowledge could have two forms: implicit i.e. 
informal, tacit, and explicit i.e. formal [50]. Special 
attention should be put on the way in which organi-
zations “learn” from their partners, as this appears 
to be one of the means for the development of key 
competences [27]. Table 8 presents our identified 
list of 6 practices to implement CSF ‘BTK’.

4.9 Long-Term Commitments

Commitment is the willingness of the parties to de-
vote resources and exert effort in order to sustain an 
ongoing relationship [51]. It has a future orientation 
[29] with long-term perspective [52]. It reflects the 
partner vision that the relationship will be sustained 
over time [53], and has been characterized as “an 

enduring desire to remain in a valued relationship” 
[54]. Table 9 presents our identified list of 4 prac-
tices to implement CSF ‘Long-term commitments’.

4.10  Joint Management Infrastructure

Joint management infrastructure is an inclusive 
term used to describe all of the structures, and sub-
structures, used for the joint management. Once a 
trust over vendor is developed as a partner, then the 
relationship with the client typically moves toward 
joint management infrastructure, such as joint 
investment and jointly managing assets used in the 
relationship (e.g., vehicles, human resources and 
machinery, etc.). Table 10 presents our identified list 
of 5 practices to implement CSF ‘joint management 
infrastructure’.

4.11 Cross Cultural Understanding and 
Sensitivity

Many cross cultural software development 
relationship failures have been endorsed to a 
cultural differences and lack of capability to boost 
‘cross cultural understanding and sensitivity’ [55]. 
It is degree of understanding of behaviour patterns, 
values and norms between partners. Increased 
globalization in the political, economic, and 
social fields has developed greater interpersonal 
cross-cultural contact. Cross-cultural training has 
been suggested by many scholars as a means of 
facilitating more effective interaction, because 
much of cross-cultural contact has not been 
successful [56]. Table 11 presents our identified 
list of 6 practices to implement CSF ‘cross cultural 
understanding and sensitivity’. Sixty nine percent of 
all the outsourcing projects failed either completely 
or partial due to intercultural incompatibilities 
among the client and vendor organisations and poor 
relationship management [57].

4.12  Success Stories of Previous Projects

Another key factor in the model is the degree of 
achievement of results set as contract goals in the 
previous outsourcing agreement. This degree should 
reflect the divergence between the actual benefits 
and the relative costs that the client organisation 
would have to spend without the realization of the 
particular partnership [58]. Every organisation has 
a working story/history. These success stories pro-
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Table 4. Practices for implementing Quality production.

S. No. Practices	for	implementing	‘Quality	production’,	identified	through	SLR % of Practices via 
SLR (N=65)

1 Improve capability of vendors by implementing SPI certification such as CMM, CMMI, COPC-
2000, ISO and LEAN etc. 

14%

2 Improve quality of product through proper monitoring 6%
3 Improve competitiveness in service provision 12%
4 Provide ways for proper interaction between team members and sharing of tacit knowledge 18%
5 Acquire employees with good job-based knowledge skills (qualification , project management 

and IT skills) 
14%

6 Provide good service design and execution 5%
7 Strictly follow development time schedule  12%
8 Establish mutual trust 11%
9 Offer trainings related to quality management 5%
10 Conduct  requirements engineering phase thoroughly by using standard RE models 8%
11 Improve client-vendor coordination 5%
12 Ensure to high extent the project met the following client requirements.1) Response time. 2) 

Flexibility. 3) Usability. 4) Reliability.
9%

13 Ensure availability of global innovative talent, and reliance on world class delivery models 6%

Table 5. Practices for implementing Organisational proximity.

S. No. Practices	for	implementing	‘Organisational	proximity’	,	identified	through	SLR % of Practices via 
SLR (N=65)

1 Achieve mutual understanding by active cross-cultural communication through short visits of 
employees and face-to-face meetings when and where possible

15%

2 Offer different skills trainings such as formal communication language, client-specific and 
domain-specific, analytical, logical reasoning 

22%

3 Understand and respect the differences in norms and values 8%
4 Temporarily relocate selected members to client’s site 6%
5 Adjust communication barrier through the use of middlemen. 5%
6 Thoroughly understand provider's business (e.g., core competencies, values, philosophy, work 

culture)
15%

7 Use time management (schedule) to mitigate time zone difference 5%
8 Use a common set of development techniques/policies and tools between the organisations to 

minimize differences in understanding.
11%

9 Establish a formal communication protocol so that the communication lapses and barriers are 
avoided

6%

Table 6. Practices for implementing coordination, cooperation and collaboration.

S. No. Practices	for	implementing	‘Coordination,	Cooperation	and	Collaboration’	,	identified	
through SLR

% of Practices via 
SLR (N=65)

1 Utilize the time zone differences by managing the working hours between the two sites in such 
a way that can lead towards 24 hours development

9%

2 Promote visits and exchanges among sites 9%
3 Provide active cooperation at all stages and respect for mutual obligations 12%
4 Escalate formal and informal cooperation and  coordination through formal and informal 

meetings
12%

5 Regularly share data about each phase of development 9%
6 Use special collaborative technology like: Software configuration management applications are 

used to manage different versions of the components of a software system. 
14%

7 Increase dependence between the partners 5%
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vide in depth information about organization. Table 
12 presents our identified list of 5 practices to im-
plement CSF ‘success stories of previous projects’.

4.13 Access to New Markets, Technologies and 
Complementary Skills

With help of partnership both parties gets access 
to new markets, technologies and complementary 
skills, for undertaking complimentary activities to 
achieve mutual benefits [59]. Table 13 presents our 
identified list of 3 practices to implement CSF ‘ac-
cess to new markets, technologies and complemen-
tary skills’.

4.14 Governance and Control

Governance in outsourcing partnership arena gen-
erally refers to the processes, mechanisms and 
relations by which partners are directed and con-
trolled [60]. It includes the sharing of ownership 
and rights, benefits and responsibilities among dif-
ferent parties involved in the partnership. It also 
includes processes through which outsourcing 
partnership objectives are set and pursued, in the 
context of the social, regulatory and market envi-
ronment [61]. Governance in outsourcing partner-
ship is concerned with the resolution of shared ac-
tion and problems among distributed allies and the 
settlement of conflicts of concern between numer-
ous outsourcing partners [62]. Table 14 presents 
our identified list of 4 practices to implement CSF 
‘governance and control’.

5. SUMMARIES AND DISCUSSION

We have identified 142 practices in total, through 
SLR, for implementing CSFs which can lead vendor 
towards partnership with client organisation. The 
SDO vendor organisations can also get help from 
these practices in order to know that how can they 
solve the problems of their clients. Afetr applying 
the criterion that a practice should be considered 
only if it having %age >=5 in the SLR.  We have 
found 7 practices for implementing CSF ‘mutual 
interdependence and shared values’. We have 
identified through SLR, those most suitable 
practices/solutions for implementing mutual 
interdependence and shared values are the following 
two practices (% ≥ 22) as shown in Table 1:

i. Set up common goals, vision, expectation and 
ownership. Mutual interdependence increases 
as both sides would understand each other’s 
needs and expectation, goals and vision, 
ownership and responsibility especially for 
long term partnership.

ii. Collaborate with client in decision making 
process and engage client in the development 
phases updates.

For implementing the ‘mutual trust’ CSF our SLR 
study finds 11 practices. Table 2 noted that mutual 
trust can be best established by follow the following 
two practices (% ≥ 14):

i. Openly share knowledge among the team 
members.

ii. Collaborate with the client in the form of 
joint investments, joint execution and jointly 
management.

For implementing the CSF ‘effective and timely 
communication’ our SLR study also finds out 11 
practices. Table 2 illustrious that lack of effective 
communication can be achieved by following 
practice (% ≥ 22):

i. Encourage both asynchronous and synchronous 
communication. 

Adopt both synchronous (voice) and asynchronous 
(text) tools like: instant messaging, telephone, 
wiki, fax, e-mail, voicemail, internet, mailing lists, 
shared databases, IRC, Skype, messenger, net 
meeting, chat, phone, virtual white boards, change 
management system, team intranet websites, photo 
gallery, group calendars, power point presentations, 
nor-real-time database, blog, camel, team space and 
next move 

We have found 13 practices for achieving ‘quality 
production’ through SLR. From the Table 4 we 
have noted that most suitable practices/solutions 
(% ≥ 14) for ‘quality production’ are:

i. Provide ways for proper interaction between 
team members and sharing of tacit knowledge.

ii. Acquire employees with good job-based 
knowledge skills (qualification , project 
management and IT skills)

For implementing CSF ‘organisational proximity’ 
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Table 7. Practices for implementing flexible service level agreements (SLA).

S. No. Practices	for	implementing	‘flexible	service	level	agreements	(SLA)’	,	identified	through	
SLR

% of Practices 
via SLR (N=65)

1 Effectively manage changes to ensure SLA flexibility 8%

2 Appoint Service level manager who is responsible that the content of the SLA is continuously 
aligned with the business requirements.

5%

3 Establish mechanism for proper negotiations and mutual consensus on SLA specifications (e.g 
scope, price, schedule, resource requirements, security provisions, intellectual property rights, 
and penalties and escalation processes)

28%

4 Establish informal contracting mechanisms, such as trust and relationship specificity, as it can 
serve as safeguards.

5%

Table 8. Practices for implementing bidirectional transfer of knowledge (BTK).

S. No. Practices for implementing ‘bidirectional transfer of knowledge (BTK)’ % of Practices 
via SLR (N=65)

1 Explicitly share of information, expectations, and work related concerns during site-visits, 
conference calls, e-mail exchanges or teleconferencing by using specifications, blueprints and 
prototypes.

8%

2 Use latest technology and processes for knowledge sharing and management i.e electronic 
scheduling, groupware, and shared knowledge databases and repositories, intranets, 
collaborative technologies and social media, Shared cyber space and TMS.

29%

3 Use variance analysis to plan which knowledge is required and where it is required 6%

4 Establish mechanism for knowledge creation and dissemination. e.g how new knowledge can 
be created and how knowledge of experienced staff can be utilized for new team members

5%

5 Convert tacit knowledge to explicit knowledge by documentation and process description. 5%

6 Conduct domain specific and technical trainings and update skill database and monitor the 
skill profile

22%

Table 9. Practices for implementing Long-term commitments.

S. No. Practices	for	implementing	‘Long-term	commitments’	,	identified	through	SLR % of Practices via 
SLR (N=65)

1 Focus on developing trustful relationship with client 9%

2 Offer additional services that will contribute to the development of a mutually beneficial 
partnership 5%

3 Exert effort and devote resources in order to sustain an on-going relationship 5%

4 Always discuss and share long range plan with client and create “future orientation” 5%

Table 10. Practices for implementing Joint management infrastructure.

S. No. Practices for implementing ‘joint management infrastructure’ , identified	through	SLR % of Practices via 
SLR (N=65)

1 Take joint mutually beneficial decisions with client in most problematic circumstances 8%

2 Use of inter-organizational systems such as EDI 5%

3 Make joint investments, such as jointly managing assets used in the relationship (e.g., 
machinery, vehicles, etc.). 22%

4 Establish a joint configuration management infrastructure. 5%

5 Update the existing steering boards and add some members from the client’s company 6%
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Table 11. Practices for implementing cross cultural understanding and sensitivity.

S. No. Practices	for	implementing	‘cross	cultural	understanding	and	sensitivity’	,	identified	
through SLR

% of Practices 
via SLR (N=65)

1 Face-to-face meetings are recommended when and where possible, ideally at the start of the 
project and/or when a new member joins 

6%

2 Offer language skills training 12%

3 Understand differences in norms and values 22%

4 Temporarily relocate selected members to client’s site 8%

5 Reduce inter-organizational differences 5%

6 Build mixed teams with memberships from different cultural backgrounds by integrating 
your team with client team

8%

Table 12. Practices for implementing success stories of previous projects.

S. No. Practices	for	implementing	‘success	stories	of	previous	projects’	,	identified	through	
SLR

% of Practices 
via SLR (N=65)

1 Maintain reputation and good track record of the previous projects 9%

2 Hire experienced staffs with relevant skills 5%

3 Learn from your past experiences 5%

4 Undertake a pilot project 5%

5 Acquire required licenses and certifications 5%

Table 13. Practices for implementing access to new markets, technologies and complementary skills.

S. No. Practices for implementing ‘access to new markets, technologies and complementary 
skills’	,	identified	through	SLR

`% of Practices 
via SLR (N=65)

1 Use state-of-the art IT infrastructure (servers, broadband, routers, modems, voice and data 
circuits etc.)

3%

2 Acquire CMMI certification that helps you to compete better 5%

3 Develop complementary resources and capabilities 17%

Table 14 : Practices for implementing governance and control.

S. No. Practices	for	implementing	‘Governance	and	control’	,	identified	through	SLR % of Practices 
via SLR (N=65)

1 Clearly define roles and responsibilities of the  stakeholder as per their competencies 5%

2 Use both formal and informal governance mechanisms 5%

3 Adopt proper mechanism for performance monitoring and incentive, corrective action, and 
penalty rewards systems 

8%

4 Collect performance data from multiple sources and stakeholders and measure employee 
performance holistically through data, reports, graphs and charts

6%
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our SLR study finds out 9 practices. Table 5 
memorable that ‘organisational proximity’ can 
be best achieved by ensuring the following three 
practices (% ≥ 15):

i. Offer different skills trainings such as formal 
communication language, domain-specific and 
client-specific, logical and analytical reasoning. 

ii. Achieve mutual understanding by active cross-
cultural communication through short visits of 
employees and face-to-face meetings when and 
where possible. 

iii. Thoroughly understand provider’s business 
(e.g. work culture, values, core competencies 
and philosophy).

Table 6 represents 7 practices for CSF ‘coordination, 
cooperation and collaboration’. From the Table 
6 it is clear that most suitable practice/solution 
for addressing ‘coordination, cooperation and 
collaboration’ is the following practice (% ≥ 14):

i. Use special collaborative technology like: 
software configuration management (SCM) 
applications are used to manage different 
versions of the components of a software 
system.

We have found 4 practices for implementing 
‘flexible service level agreements (SLA)’ through 
SLR. From the Table 7 we have noted that most 
suitable practice/solution (% ≥ 28) for implementing 
flexible SLA is:

i. Establish mechanism for proper negotiations 
and mutual consensus on SLA specifications (e.g 
scope, price, schedule, resource requirements, 
security provisions, intellectual property rights, 
and penalties and escalation processes).

For implementing the ‘bidirectional transfer of 
knowledge (BTK)’CSF our SLR study finds out 
6 practices. Table 8 eminent that efficient and 
effective bidirectional transfer of knowledge can be 
best achieved by follow the following two practices 
(% ≥ 22):

i. Use latest technology and processes for 
knowledge sharing and management i.e 
electronic scheduling, groupware, and shared 
knowledge databases and repositories, 
intranets, collaborative technologies and social 

media, shared cyber space and TMS.

ii. Conduct domain specific and technical 
trainings and update skill database and monitor 
the skill profile. We have found this practice in 
14 papers symbolize 22 %.

Table 9 represents 4 practices for CSF ‘long-term 
commitments’. From the Table 9 we noted that most 
suitable practices/solutions for creating ‘Long-term 
commitments’ is the practice (% ≥ 09):

i. Focus on developing trustful relationship with 
client

We have found 5 practices for CSF ‘joint 
management infrastructure’ through SLR study. 
From the Table 10 we have noted that most suitable 
practice/solution (% ≥ 22) for implementing joint 
management infrastructure is:

i. Make joint investments, such as jointly 
managing assets used in the relationship (e.g., 
machinery, vehicles, etc.).

For CSF ‘cross cultural understanding and 
sensitivity’ our SLR study finds out 6 practices. 
Table 11 shows that ‘cross cultural understanding 
and sensitivity’ can be best developed by keep an 
eye on the following practice (% ≥ 22):

i. Understand differences in norms and values.

Table 12 represents 5 practices for ‘success stories 
of previous projects’ as CSF. From the Table 12 it is 
clear that through SLR the most suitable practices/
solutions found for ‘success stories of previous 
projects’ are the following practice (% ≥ 9):

i. Maintain reputation and good track record of 
the previous projects

 Glancing on Table 13 it can be easily find out 
that out of 3 practices most suitable practice/
solution for achieving ‘Access to new 
technologies, markets and complementary 
skills’ is :

ii. Develop complementary resources and 
capabilities. Having reporting in SLR study (% 
≥ 17).

Table 14 is the last table presenting 4 practices, it 
illustrates that for achieving good ‘governance and 
control’ we have to:
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i. Adopt proper mechanism for performance 
monitoring and incentive, corrective action, and 
penalty rewards systems. The above practice 
having (% ≥ 8) in SLR.

6. STUDY LIMITATIONS

In this section, the threats of validity concerning 
the SLR study have been discussed. By using our 
systematic literature review, we extracted data 
about the practices/solutions for implementing 
CSF in SOP, but how valid are our findings? One 
possible threat to internal validity is that for any 
practice/solution in an article, the author may not 
in fact have described the underlying cause of 
practices for CSFs implementation in SOP and 
also for any specific response; the respondent does 
not provide the reasons to report practice/solution. 
We are not able to independently control this treat. 
With the increasing number of papers in SOP, our 
SLR process may have missed out some relevant 
papers. However, like other researchers of SLR this 
is not a systematic omission [30]. In the present 
paper we have identified the practices through SLR, 
which are validated through empirical investigation 
in outsourcing industry [63]. 

7. CONCLUSION AND FUTURE WORK 

Initially we have identified 142 practices, in total, 
through SLR for implementing CSF by vendors in 
SOP relationships. After applying the criterion it 
was reduced to 88. Our results reveal that focusing 
on these practices/solutions can help vendor 
organisations in order to promote their ordinary 
contractual relationship to outsourcing partnership.

 Beside all stated limitations, we are confident 
in that our study will contribute in academia and 
industrial domains. This study will:
•	 Provide SDO vendors, a guiding knowledge 

that can assist them to implement and design 
successful outsourcing partnership initiatives. 
Our results recommend that SDO vendors 
should adopt all of the reported practices for 
CSFs especially those reported with greater 
percentage, in order to gain partner position. 

•	 Increase partnership cohesiveness, as it will 
guide both sides to understand each other’s 

requirements and goals, in order to sustain long 
term commitment.

•	 Provide guidance to SDO client, in making 
factual choices in terms of continuing, 
renewing, or terminating their agreements with 
their current vendor. 

•	 Provide assistance in well understanding of 
CSFs practices for SOP, to ensure successful 
partnership.

 We have noted the following points, as a future 
plan, from the findings of this study:
•	 Will validate the practices identified through 

SLR by conducting empirical investigation in 
the outsourcing industry.

•	 The practices/solutions in SOP relationships 
from client’s perspectives will be identified and 
analysed.

•	 To analyses the critical risk in the conversion 
to, or formation process of SOP from vendor 
perspective.

•	  To determine the underlying reasons of why 
some factors are not important for specific 
group of SDO organisations.

 Our future work will focus on the development 
of a Software Outsourcing Partnership Model 
(SOPM). This paper provides input for the 
development of the second phase of the SOPM, 
such as the identification of various practices CSFs 
through SLR. The SOPM will assist SDO vendors 
in promoting their existing contractual SDO 
relationship into SOP with client organization. 
The SOPM will provide guidance and boost the 
work that has been undertaken on frameworks and 
models development for outsourcing partnership.
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Abstract: Determination of maximum elevation of a flowing fluid due to sudden rejection of load in a 
hydropower facility is of great interest to hydraulic engineers to ensure safety of the hydraulic structures.
Several mathematical models exist that employ one-dimensional modeling for the determination of surge 
but none of these perfectly simulate real-time circumstances. The paper envisages investigation, inception 
and propagation of surge for a Low-Head Hydropower project using Computational Fluid Dynamics (CFD) 
analysis in FLOW-3D software. The fluid dynamic model utilizes Reynolds’ Averaged Navier-Stokes 
Equations (RANSE) for surge analysis. The CFD model is designed for a case study at Taunsa Hydropower 
Project in Pakistan which has been run for various scenarios keeping in view the upstream boundary 
conditions. The prototype results were compared with the results of physical model and proved quite accurate 
and coherent. It is concluded that CFD Model gives an insight of the phenomenon which are not apparent in 
physical model and shall be adopted in future for the similar low head projects. Its application will be helpful 
in limiting delays and cost incurred in the physical model testing.

Keywords: Surge, FLOW-3D, numerical model, Taunsa, RANSE

1. INTRODUCTION

Maximum elevation that the flow will achieve 
due to a sudden rejection of load in a hydropower 
facility is an important parameter to hydraulic 
engineers. The information is required in setting the 
maximum height of side walls to prevent overflow 
in the headrace channel as well as to understand the 
surge propagation upstream in headrace channel to 
schedule the opening of gates of the main barrage 
and balance the discharge through the barrage and 
power channel. 

 In Pakistan, physical model studies are the 
only practical medium available to understand and 
analyze the three dimensional and time-dependent 
complexities of the fluid flow phenomenon. Physical 
models can only be setup at the final design stage and 
their execution is expensive.  However, the avant-
garde computational flow dynamics has emerged 
not only as an alternative analysis and design tool 

but also an approach to analyze phenomenon that 
are not possible to evaluate with physical testing.

2. LITERATURE REVIEW

In a hydropower project, a monoclinal wave 
exhibiting a rapidly varying flow may generate due 
to sudden closure or opening of the powerhouse 
control structure such as the sluice gates or wicket 
gates. This hydraulic transient analysis is of 
immense importance in hydropower projects. 

 Audrius et al. [2] concluded in his study 
that recent advances in Computational Fluid 
Dynamics (CFD) has made it possible to simulate 
highly turbulent multiphase flows in reasonable 
time with good accuracy. The study explored 
recent development in hydraulic design of Pelton 
and Turgo Impulse turbines and highlights the 
opportunities for future expansion. Shojaeefard 



et al. [3] investigated 3D behavior of axial-flow 
type microhydro turbines by utilizing an open 
source computational fluid dynamic (CFD) code, 
to investigate the rotor-stator interaction and losses 
occurring in the turbine. 

 Several mathematical methods exist for one-
dimensional analysis, e.g., Saint Venant Equations 
and the Johnson method. The first method is 
simplification of the original problem and is based 
on several assumptions. These methods do not truly 
represent the original problem and these conditions 
are rarely met in practice. Similarly, the Johnson 
method can be arduous as the computation proceeds 
because it involves the production and propagation 
of numerous surges. Hence it becomes inaccurate 
and difficult to assess the surge using these methods.

 Other time-dependent analysis methods increase 
the complexities of the problem by introducing 
additional independent variable of time since the 
resulting equations become partial differential 
equations instead of ordinary differential equations. 
Method of Characteristics and Implicit and Explicit 
Finite-Difference Methods have better accuracy and 
rigor but are time-consuming and cannot be applied 
appropriately to original conditions. Implicit 
Methods are preferred in special cases, such as 
analysis of hydropower projects comprising of 
open headrace channel with tailrace tunnel (Closed 
conduit). Such complexities can only be modeled 
using a contemporary software like FLOW-3D, 
based on numerical solution schemes that can 

accurately predict fluid flow using the concept of 
fluid volume tracking. 

 FLOW-3D was developed at the Los Alamos 
National Laboratory in the 1960s and 1970s as a 
general purpose computational fluid dynamics 
simulation package. FLOW-3D uses an Eulerian 
framework in which volume tracking technique 
models the free surface. It is based on volume 
of fluid method in which fraction analysis of 
fluid in each cell is carried out. FLOW-3D is a 
robust software that can handle the breakup and 
coalescence of fluid masses. 

 FLOW-3D uses several models to numerically 
simulate turbulent flows. For this case study, the 
Renormalization group (RNG) k-epsilon turbulence 
model was used with a no slip or partial slip wall 
shear boundary condition. The RNG turbulence 
model uses statistical models to solve the turbulent 
kinetic energy (k) and the turbulent kinetic energy 
dissipation rate (Є), renormalizing the Navier 
Stokes Equations to cater for the effects caused by 
smaller scale motion. 

3. CASE STUDY OF 135MW TAUNSA  
 HYDROPOWER PROJECT

The Taunsa Hydropower Project has been sited 
along right bank of Taunsa Barrage across Indus 
River in Pakistan. It is a run of the river, low head 
hydropower scheme envisaged to provide power to 
the national grid. Table 1 summarizes the salient 

Table 1. Salient features of 135MW Taunsa HPP.

Type of Turbine Horizontal Bulb

Mode of Operation Run of the River

Installed Capacity 135 MW

Gross Head 6.0 m

Rated Head 5.8 m

Design Discharge 3,155.5 m3/sec

Turbine Units 9 Units

Headrace Width 203 m

Headrace Length 1100 m

Vertical Gate Height 16 m
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features of the project.

 FLOW-3D analysis is often limited by 
computation power available. For numerical 
simplicity in this case, the three-dimensional model 
was setup based on only one hydropower unit and 
not the complete power-station. FLOW-3D can 
effectively use the symmetrical approach conditions 
of the project layout without affecting the accuracy 
of the surge analysis. A 3D model was used since 
flow has three-dimensional characteristics.  

3.1 Model Preparation 

The model for Taunsa hydropower project was 
prepared in AutoCAD and imported in stereo-
lithographic format which is used for rapid 
prototyping, 3D printing and computer-aided 
manufacturing. Three dimensional models were 
prepared for the headrace, transitions, powerhouse 
and tailrace. Fig. 1 illustrates the 9-unit powerhouse 

with gates open. Fig. 2 shows the detail of transitions 
of a single unit with bulb turbine housed inside.   

3.2 Meshing

Meshing is a consequential part of the analysis 
process which not only determines the numerical 
accuracy of the model but also the memory and time 
required for the simulation. Meshing was done and 
refined in FLOW-3D model setup options. FLOW-
3D has an advantage of FAVOR; the Fractional 
Area/Volume Obstacle Representation Method, 
which allows modeling of complex geometries 
based on equations formulated as functions of the 
area and volume porosity.

 As specified before, for simplicity as well as 
increased accuracy, meshing was done for one unit. 
This is a common practice since for large models 
no of total active cells are limited by computer 
memory. For Taunsa Hydropower Project, the 

Table 2. Summary of meshing in FLOW-3D.

Total active cells 2320000

Dimension Extent (m) No of cells Cell size (m)

X 400 400 1.00

Y 18.5 50 0.37

Z 29 116 0.25

Table 3. Flow conditions for Taunsa HPP.

Flow Condition U/S water level (m) D/S water level (m)

Normal Flow 135.94 130.25

Flood Flow 136.25 133.26

Table 4. Summary for normal conditions.

Location Max Surge Surge Elevation Time (sec)

Unit Entrance 2.25 m 138.19 m 7

85m U/S 2.21 m 138.15 m 14

Headrace Entrance 0.53 m 136.47 m 260
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Fig.1. Isometric view of Taunsa HPP model.

Fig.2. Wireframe of a single in-take and draft tube with bulb turbine.
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extents, no of cells and cell sizes are tabulated in 
Table 2.

 Cell sizes for the mesh were selected based on 
two factors. First consideration in this regard is the 
model accuracy. In case of surge analysis, height 
of surge (z-direction) is the most important. Hence, 
smallest cell size has been selected for z axis. Second 
consideration is CPU memory and computation 
time. Increasing the number of cells requires 
greater computation power and longer simulation 
time. Average simulation time for Taunsa HPP was 
15 hours. Keeping in view the aforementioned two 
factors, minimum cell size was selected so that full 
computation power can be employed.

3.3 Boundary Conditions

Boundary conditions have a huge impact on the 
final results of the simulation. It is necessary to 
assess the boundary conditions that best replicate 
the real-time conditions and actual simulation. 
Boundary conditions applied for the problem are 
specified below:

X minimum Specified Pressure Boundary 

X maximum Outflow Boundary

Y minimum Symmetry Boundary

Y maximum Symmetry Boundary

Z minimum Wall Boundary

Z maximum Symmetry Boundary

 The upstream boundary condition consisted 
of a specified pressure to maintain a prescribed 
reservoir elevation. The downstream boundary 
utilized the FLOW-3D outflow boundary condition. 
A symmetry boundary condition was applied along 
right and left side of the mesh section to take 
advantage of the inherent symmetry in the problem 
and thereby decrease computational time while 
maximizing spatial resolution. Boundary conditions 
used have been explained below:

3.3.1. Symmetry Boundary

There is no mass flux (flow) through a symmetry 
boundary. There is also no shear stress or heat 
transfer applied at this boundary type. It is useful for 
reducing the size of a simulation when symmetry 
exists by cutting the simulation at the symmetry 

plane.

3.3.2. Wall Boundary

The wall boundary is similar to the symmetry 
boundary in which mass flux across the boundary 
is not allowed. However, with a wall boundary, 
heating and viscous stresses can be applied.

3.3.3. Specified Pressure Boundary

This boundary type sets a pressure condition. The 
pressure can be constant by setting a value in the 
dialog box, or time dependent by selecting the 
pressure button.

3.3.4. Outflow Boundary

This boundary type is useful for surface waves 
because they are able to leave the flow region 
without reflecting back into the domain. This 
boundary type looks at flow conditions just inside 
the mesh and matches them to allow fluid to freely 
dissipate through the mesh extent.

3.4 Case Study Scenarios 

Two flow scenarios have been analyzed for the 
case study as tabulated in Table 3. During normal 
flow operation while all 9units are in operation, 
initial water level elevation of 135.94 m will be 
maintained in the headrace channel and 130.25m 
in the tailrace channel. The model is allowed to 
operate freely for 30 seconds after which the gates 
are shut at 1.4 m/s to close the orifice in 5 seconds  
in order to replicate sudden closure conditions. Type 
B surge or the rejection surge occurs as a result of 
sudden decrease in power output. Similarly during 
flood flow operation, initial water level elevation 
of 136.25 m will be maintained in the headrace 
channel and 133.26 m in the tailrace channel. 
Other conditions are kept same as in normal flow 
conditions.

4. RESULTS

The rejection surge occurs as a result of sudden 
decrease in power output. Fig. 3, 4 and 5 illustrate 
the surge inception and propagation at different 
times after load rejection in the extent just upstream 
of the gates. The points of flow direction reversal 
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Fig. 3. Flow through the power unit at full operation.

Fig. 4.Surge inception at time of load rejection.

Fig. 5. Flow reversal after 10 seconds of load rejection.

can easily be tracked for the upstream advancing 
surge. This is a feature that is only possible with 
computational flow dynamics analysis since it is not 
possible to observe these phenomena in physical 
model testing. 

 In Fig. 3, flow vectors at full flow conditions are 
illustrated by arrows. This shows an uninterrupted 
movement of fluid. After load rejection, a region of 
fluid immobility starts to develop as observed from 
Fig. 4. This region acts a cushion against incoming 
discharge and reverses its direction which results 
in surge inception. Fig. 5 shows the region of 
fluid immobility develops upstream with time as 

surge wave begins to achieve greater elevation. 
The phenomenon holds true for both normal flow 
conditions and flood flow conditions. 

4.1 Normal Flow Conditions 

As the surge moves upstream, change in flow depth 
will ensue. FLOW-3D can track the change in 
elevation of free surface efficiently for any spatial 
location of the model. Changes in surface elevation 
with time were observed for three locations, i.e., at 
turbine unit entrance, 85 m upstream of the entrance 
and at headrace entrance.  

 The temporal and spatial changes in free surface 

182 M. Mohsin Munir et al



Table 5. Summary for flood conditions.

Location Max Surge Surge Elevation Time (sec)

Unit Entrance 2.21 m 138.39 m 6

85 m U/S 2.00 m 138.20 m 12

Headrace Entrance 0.32 m 136.52 m 206

Table 6. Salient features of physical model.

 Features Symbol Conversion Factors Scale Ratio

Length Lr Lr 1/36

Depth Yr Yr 1/36

Area Ar LrYr 1/1296

Time Tr Lr / Yr
1/2 1/6

Velocity Vr Yr
½ 1/6

Discharge Qr LrYr
3/2 1/7776

Roughness	Co-efficient nr Yr
2/3 / Lr

1/2 1/1.8193

Table 7. Comparison of parameters between numerical and physical model.

Parameters Max Surge Surge Elevation Time (sec)

Numerical Model 2.25 m 138.19 m 260

Physical Model 2.05 m 138.00 m 207

elevation at 3 locations have been shown in Fig. 6. 
Table 4 shows the summary of results which depict 
a maximum surge of 2.25 m at unit entrance. Time 
of arrival of first wave has also been tabulated. The 
surge is expected to reach the headrace entrance 
in 260 seconds after gate closure with an average 
velocity of 4.84 m/s.  As the surge wave moves 
upstream, the height of wave dampens. 

4.2 Flood Flow Conditions

In case of flood flows in Taunsa hydropower, an 

upstream water level of 136.25 m is maintained 
in the headrace with a corresponding tail-water 
level of 133.26 m in tail-race. Other conditions are 
kept same as in normal flow conditions. The surge 
is expected to reach the headrace entrance in 206 
seconds with an average surge velocity of 6.7 m/s. 
Maximum surge elevation of 138.4 m (2.21 m) is 
observed at the power unit entrance. The results 
have been tabulated in Table 5. Fig. 7 shows the 
plot between the change in free surface elevation 
at the three selected locations and time after load 
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Fig. 6. Change in water elevation vs time after load rejection for normal flow conditions Taunsa headrace.

Fig. 7. Change inwater elevation vs time after load rejection for flood flow conditions Taunsa headrace.

rejection from the power unit.

It is observed that the surge travels faster and 
achieves a lower maximum free surface elevation 
for the flood flow conditions compared to the 
Normal Flow Conditions. 

4.3 Physical Model Testing

Geometrical model of the proposed power channel 
along with appurtenant structures were constructed 
at a scale of 1:36 to compute maximum surge height 
and travel time to the start of headrace channel. The 
salient features of the model tray are presented in 
Table 6. The simulation results were compared 
with the mathematical formulae mentioned above 

as well as the physical testing model carried out at 
Irrigation Research Institute, Nandipur, Punjab. The 
results of the physical model testing were within 
±10% of the results achieved with simulations in 
FLOW-3D and presented in Table 7.

5. CONCLUSIONS

Observations of the surge inception and 
propagation are in line with the theory and 
assumptions specified by VenTe Chow and other 
authors. For upstream advancing surge, when the 
surge wave reaches any point in the headrace, the 
water elevation behind the wave approximately 
equals the maximum elevation of the surge wave. 
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The simulation results were compared with the 
mathematical formulae mentioned above as well as 
the physical testing model carried out at Irrigation 
Research Institute, Nandipur, Punjab. The surge 
height computed at physical model is 2.05 m with 
maximum surge elevation of 138.00m. The time at 
which surge wave enters the pond is computed as 
207 sec. The results obtained from physical model 
are found within ±10% of the results achieved with 
simulations in FLOW-3D. This has built greater 
confidence in modeling using computational flow 
dynamics especially for modeling in field of power 
generation. 

 Applications of computational flow dynamics 
have been increasing in engineering applications 
over recent times. The computer numerical models 
are a cost-effective alternative to physical modeling 
techniques offering more flexibility during design 
and analysis. However, CFD analyses limited by 
computational power. The present 3D detailed 
analysis of a single unit required more than 24 
hours of computation per simulation to examine 
a 70-second time-history. A longer time-history is 
often more desirable.

 The analysis of Taunsa hydropower headrace 
channel using computational flow dynamics is a 
step-forward in supplementing the results from 
mathematical modeling and conventional physical 
model testing in Pakistan. It is not only a robust 
analysis software solution but can be employed as 
efficacious tool in the design process of hydraulic 
structures where it can offer extensive flexibility to 
assess and compare different proposed designs and 

their efficiencies. This design support can save a 
lot of time and money by the optimization process 
before final designs are physically tested. 
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Abstract: Motivated by the recurrence relation satisfied by the 4-peg tower of the Hanoi Problem, 
Matsuura [1] has considered the generalized recurrence relation of the form 
  
 
 

 { }
nt1                   

, )3,t(S),,tn(T     min     ),,n(T
≤≤

β+βα−α=βα                                    
 
 
 
 

where α and β are natural numbers, and S(t, 3) = 2t – 1 is the solution of the 3-peg Tower of Hanoi problem 
with t discs. This paper studies more closely the above recurrence relation and gives some new 
relationships, including some local-value relationships. The Reve’s puzzle is a particular case of the above 
recurrence relation with α = 2. 
 
Keywords : Tower of Hanoi, recurrence relation, local-value relationships 

 
1. INTRODUCTION 
 
The generalized 4-peg Tower of Hanoi problem (commonly known as the Reve`s puzzle), posed by 
Dudeney [2] is as follows : There are 4 pegs, designated as S, P1, P2, and D, and n discs D1, D2, …, Dn of 
different sizes, where D1 is the smallest disc, D2 is the second smallest, and so on with Dn being the 
largest. Initially, the discs rest on the source peg, S, in a tower in increasing order, with the largest disc Dn 
at the bottom, the second largest disc, Dn – 1, above it, and so on, with the smallest disc D1 at the top. The 
objective is to move the tower from the source peg S to the destination peg, D, in minimum number of 
moves, under the conditions that a move can transfer only the topmost disc from one peg to another such 
that no disc is ever placed on top of a smaller one. 
 
 Denoting by M(n, 4) the minimum number of moves required to solve the 4-peg Tower of Hanoi 
problem, the scheme followed is : 
 
 
 

Step 1 :  Move (optimally) the topmost n       –        k (smallest) discs from the source peg, S, to one of the 
auxiliary peg, say, P1, using the 4 pegs, in M(n       –        k,  4) moves, 

 

Step 2 :  Move (optimally) the tower of the largest k discs from the peg S to the destination peg, D, using 
the 3 pegs available, in M(k, 3) moves, 

 
 
 

Step 3 :     Move (optimally) the n       –        k discs from the peg P1 to the peg D, in M(n       –        k,    4) moves, 
 
 
 
 
 

where k is to be determined such that the total number of moves is minimum. 
 

 The above scheme leads to the following dynamic programming equation :   
 
 

{ }
1nk0                

, )3 ,kn(M)4 ,k(M2         min        )4 ,n(M
−≤≤

−+=                                (1.1) 
  
 
 
 
 
 
 
 

M(0,   4)        =        0; M(n,        3)        =        2n
         –       1, n        ≥        0.                                                                (1.2)                                    

 

 

 Motivated by the recurrence relation (1.1), Matsuura [1] considers the following recurrence relation 
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{ }
nt1                   

,  )3 ,t(S) , ,tn(T     min     ) , ,n(T
≤≤

β+βα−α=βα                                            (1.3) 
 
 
 
 
 

T(0,     α,       β)            =        0; S(t,      3)        =        2t
          –    1, t              ≥        0,                                                                                                    (1.4)                                    

       
 
 

where α and β are natural numbers. It may be mentioned here that, the particular case T(n,   2,    1)        =        M(n,        4). 
 

This paper gives some local-value relationships involving T(0,   α,    β), in connection with the recurrence 
relation (1.3). They are given in Section 3. In Section 2, we give some preliminary results, that would be 
required to prove the results in Section 3. We conclude the paper with some remarks in Section 4. 
 
 
2. SOME  PRELIMINARY  RESULTS 
 
The result below has been established by Matsuura [1]. 
 
Lemma 2.1 : For any natural numbers α and β, 
 
 

  T(n,     α,       β)        =        βT(n,      α,    1), n        ≥        1. 
 
In view of the Lemma 2.1, it is sufficient to consider T(n,     α,    1)        =        T(n,       α), say, where T(n,   α) satisfies the 
following recurrence relation : 
 
 
 

{ }
nt1               

,  )3,t(S),tn(T     min     ),n(T
≤≤

+α−α=α                                                              (2.1) 
 
 
 

T(0,   α)        =        0.                                                                                                     (2.2)                                    
 

An equivalent form of (2.1) is the following : 
{ }

1nk0               
,  )3 ,kn(S) ,k(T        min        ),n(T

−≤≤
−+αα=α                                           (2.3) 

 
The following result deals with the special case T(n,   1).                                                
 

 
Proposition 2.1 : For any n        ≥        1, T(n,    1)           =               n. 
 
 
 

 
Proof : The proof is by induction on n. By (2.1), T(1,     1)           =           1, so that the result is true for n     =     1. So, we 
assume that the result is true for some n (so that T(i,     1)           =           iS(1,   3) for all 1     ≤        i     ≤          n). Now, using the induction 
hypothesis, we get 
 
 
 

{ }
1nt1                   

,  )3,t(S)1,t1n(T       min       )1,1n(T
+≤≤

+−+=+                                    
 
 
 
 

{ }
1nt1   

.  )3,t(S)3,1(S)t1n(       min       
+≤≤

+−+=                                   
 
 
 
 
 

Now, the sequence of numbers { }n
1t)3 ,t(S)t1n( =+−+  is strictly increasing in t, since 

 
 
 

(n     +     1     –          t      – 1)     +     S(t         +     1,     3)          >          (n     +     1     –          t)     +     S(t   ,     3) 
if and only if  

S(t + 1, 3) – S(t, 3) > 1, 
 
 
 
 
 
 

which is true for all t        ≥        1. Thus, T(n     +     1,     1) is attained at t     =     1, so that 
 
 
 
 

T(n     +     1,     1)       =       n     +     1, 
 
 
 

completing induction. 
 
 From Proposition 2.1, we see that, it is sufficient to consider the case when α        ≥        2. Since the case x =        2 
has been treated in more detail in Majumdar [3], it is, in fact, sufficient to concentrate our attention to the 
case when α        ≥        3. 
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For small values of n, the explicit forms of T(n,   α) can be derived. This is done in the following Lemmas 
2.2 – 2.7. 
 
 
 
 

Lemma 2.2 : T(2, α) = 3 for all α ≥ 2. 
 
Proof : By definition,  

{ }
2t1               

 )3 ,t(S) ,t2(T     min     ),2(T
≤≤

+α−α=α     
                              
 
 

=  min{α T(1,      α)       +     S(1, 3), S(2, 3)} 
 
 
 
 
 

=  min{α     +   1 , 3}, 
 
 
 

from which the result follows immediately. 
 
 
 
 
 

Lemma 2.3 : 
      4 if

42 if
     ,7

,3),3(T
≥α

≤α≤


 +α=α  

 
 

Proof : Using the definition, together with Lemma 2.2, we get, 
 
 
 

{ }(3, )      min      (3 ,  ) ( ,  3)
               1 3
T T t S t

t
α α α= − +

≤ ≤
    

                                 
 
 
 

=  min{α T(2,      α)       +     S(1, 3), α T(1,   α)       +     S(2, 3), S(3, 3)} 
 
 
 
 
 

=  min{3α       +    1, α       +     3, 7}}. 
 
 
 

Now, for any α        ≥        2, 3α       +     1 > α       +     3; moreover, 
 
 
 
 

α       +     3 > 7 if and only if α        ≥        4. 
 
 
 
 

All these establish the lemma. 
 
 
 
 
 
 
 

Corollary 2.1 : 
      4 if

42 if
 ,4
,),2(T),3(T

≥α
≤α≤



α=α−α  

Lemma 2.4 : 
      8 if

82 if
    ,15

,7),4(T
≥α

≤α≤


 +α=α  

 
 
 

Proof : By definition, together with Lemma 2.2 and Lemma 2.3, we have 
 
 
 

{ }
4t1               

)3 ,t(S) ,t4(T     min     ),4(T
≤≤

+α−α=α     
                                 
 
 
 

=  min{α T(3,   α)       +     S(1,3), α T(2,   α)       +     S(2,3), α T(1,   α)       +     S(3,3), S(4,3)} 
 
 
 
 
 

=    min{α   T(3,        α)       +     1, 3(α       +     1), α       +     7, 15}}. 
 
 
 

 

Now, for any α        ≥        2, 3(α       +     1) > α       +     7; and  α       +     7 > 15 if and only if α        ≥        8. 
 
 
 
 

Also, for any α        ≥        2,  
α(α       +     3)     +     1 > α       +     7, 7α     +     1 > α       +     7. 

 
 

 
Thus, we get the desired expression for T(4,      α). 

Corollary 2.2 : 
          61 if

     164 if
       42 if

  
,8
,
,4

 ),3(T),4(T
≥α

≤α≤
≤α≤







α=α−α  

Lemma 2.5 : 
          61 if

     164 if
       42 if

  
      ,31

,15
,73

),5(T
≥α

≤α≤
≤α≤







+α
+α

=α  
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Proof : By definition, together with Lemma 2.2 – Lemma 2.4, we have 
 
 
 

{ }
5t1               

)3 ,t(S),t5(T     min     ),5(T
≤≤

+α−α=α     
                                 
 
 
 

=    min{α T(4,   α)       +     S(1,3), α T(3,   α)       +     S(2,3), α T(2,   α)       +     S(3,3), 
α T(1,   α)       +     S(4,3), S(5,3)} 
 
 
 
 

=  min{α     T(4,      α)       +     1, αT(3,        α)       +     3, 3α       +     7, α       +     15, 31} 
 
 
 

=      min{3α       +     7, α       +     15, 31}, 
 
 
 
 

 
where the last equality follows by virtue of Corollary 2.1 and Corollary 2.2. 
Now,  

3α       +     7 ≥ α       +     15 if and only if α        ≥        4, 
and  

S(5, 3) = 31 ≤ α       +     15 if and only if α        ≥        16. 
 
 
 

 
All these complete the proof of the lemma. 
 

Corollary 2.3 : 

    16 if
618 if 

84 if
42 if

,16
 ,
  ,8
,2

),4(T),5(T

≥α
≤α≤
≤α≤
≤α≤










α

α

=α−α  

 

Lemma 2.6 : 
          23 if

     328 if
       83 if

  
      ,31

 ,31
,153

),6(T
≥α

≤α≤
≤α≤







+α
+α

=α  

 
 
 

Proof : Using Lemma 2.2 – Lemma 2.4, as well as Corollaries 2.1 – 2.3, we have 
 
 
 

{ }
6t1               

)3 ,t(S),t6(T     min     ),6(T
≤≤

+α−α=α     
                                 
 
 
 

=  min{αT(5,   α)       +     S(1,3), αT(4,   α)       +     S(2,3), αT(3,   α)       +     S(3,3),  
αT(2,   α)       +     S(4,3), αT(1,   α)       +     S(5,3), S(6,3)} 
 
 
 
 
 

=  min{α   T(5,        α)       +     1, αT(4,      α)       +     3, αT(3,        α)       +     7, 3α       +     15, α       +     31, 63} 
 
 
 

=  min{3α       +     15, α       +     31, 63}. 
 
 
 
 

 
Now,  

3α       +     15 ≥ α       +     31 if and only if α        ≥        8, 
and 

α       +     31 ≥ 63 if and only if α        ≥        32. 
 
 
 
 
 
 

 
Hence the lemma. 

Corollary 2.4 : 

       23 if
3216 if
  168 if

   84 if
   43 if

  

 ,32
, 
,16
 ,2

,8 

 ),5(T),6(T

≥α
≤α≤

≤α≤
≤α≤
≤α≤













α

α
=α−α  
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Lemma 2.7 : 

      64 if
6416 if 
 164 if

  42 if

 

             ,127
         ,63
        ,313

,15)3(

),7(T

≥α
≤α≤

≤α≤
≤α≤










+α
+α

++αα

=α  

 
 
 

Proof : Using Lemma 2.2 – Lemma 2.4 and Corollaries 2.1 – 2.3, we have 
 
 
 

{ }
7t1               

)3 ,t(S),t7(T     min     ),7(T
≤≤

+α−α=α     
                                 
 
 
 

=  min{αT(6,   α)       +     S(1,3), αT(5,   α)       +     S(2,3), αT(4,   α)       +     S(3,3),  
αT(3,   α)       +     S(4,3), αT(2,   α)       +     S(5,3), αT(1,   α)       +     S(6,3), S(7,3)} 
 
 
 
 
 

=  min{α   T(6,   α)       +     1, αT(5,   α)       +     3, αT(4,   α)       +     7, αT(3,   α)       +     15, 3α       +     31, α       +     63, 127} 
 
 
 

=  min{αT(3,     α)       +     15, 3α       +     31, α       +     63, 127}. 
 
 
 
 

 
Now,  if 2 ≤ α ≤ 4,  

α(α + 3) + 15 ≤ 3α + 31,  
and if α ≥ 4,  

7α + 15 ≥ 3α + 31. 
Also, 
  

3α       +     31 ≥ α       +     63 if and only if α        ≥        16, 
and 

α       +     63 ≥ 127 if and only if α        ≥        64. 
 
 
 
 
 
 

Thus, we get the desired expression for T(6, α). 
 

Corollary 2.5 : 

      64 if
6432 if 
3216 if 
  168 if 

  84 if
  43 if

 

,64
,
 ,32
 ,2
,16
,

 ),6(T),7(T

2

≥α
≤α≤
≤α≤

≤α≤
≤α≤
≤α≤















α

α

α

=α−α  

 

In Corollaries 2.1 – 2.5, we give the expressions for T(i + 1, α) – T(i, α) for 1 ≤ i ≤ 6. In determining the 
values of T(n + 1, α), these differences are vital, since 
  

T(n + 1, α) =∑
+

=
α−−α

1n

1i
)],1i(T),i(T[  

 

In the next Section 3, we derive some local-value relationships involving the functions T(n, α), T(n + 1, α) 
and T(n + 2, α). 
 
 
3. SOME  LOCAL-VALUE  RELATIONSHIPS 
 
We start with the following lemma. 
 
Lemma 3.1 : For any α        ≥        2 fixed, T(n,    α) is strictly increasing in n, that is, 
 
 
 

T(n   +   1,   α) – T(n,   α)     >     0 for all n (        ≥        1). 
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Proof : Let T(n   +   1,   α) be attained at t    =    t1, that is, let 
 
 
 

T(n   +   1,   α) = αT(n   +   1 – t1,         α)         +       S(t1, 3). 
 
 
 

 
We now consider the following two cases that may result : 
 

Case (1) : When t1  =  n     +     1. 
Here, 

T(n   +   1,   α) = S(n     +     1,     3) < αT(1,     α)         +       S(n, 3) = α         +       S(n, 3) 
 
 
 
 
 

⇒ α     >     S(n     +     1,     3) – S(n,   3) = 2n.                                                                  (1) 
 
 

 

 
We now want to show that T(n,   α) is attained at t = n, that is, T(n,α) = S(n ,3). The proof is by 
contradiction. So, let T(n,       α) be attained at some t = t2 with 1     ≤            t2     <            n. Then, 
 
 
 
 
 

T(n,     α) = αT(n – t2,        α)         +       S(t2, 3) <       S(n, 3) 
 
 
 
 
 

⇒ α T(n – t2,         α)              <     S(n,     3) – S(t2,   3) < 2n,                                      
 
 
 
 
 

and we reach to a contradiction by virtue of (1). Therefore, T(n,         α) = S(n ,     3), so that 
 
 
 
 
 

T(n   +   1,      α) – T(n,     α)     =     S(n     +     1,     3) – S(n,   3) = 2n
     >     0. 

 
 
 

Case (2) : When 1     ≤       t1     <     n     +   1. 
 
 
 

 
In this case, the proof is by induction on n. Since 

T(2,      α)           =           S(2,      3)        >        T(1,      α)           =           S(1,     3) for any α        ≥        2, 
 
 
 

we see that the result is true for n   =    1. So, we assume that the result is true for some n. Then, we need only 
prove that the result is true for n   +   1 as well. Now, since 
 
 
 

T(n,   α) ≤ αT(n – t1,   α)     +     S(t1,3),  
it follows that 
 
 
 

 T(n   +   1,      α) – T(n,      α)   ≥ α[T(n   +   1 – t1,      α) – T(n – t1,      α)      ]   >   0, 
 
 
 

where the last inequality follows by virtue of the induction hypothesis. 
 
 
 

All these complete the proof of the lemma. 
 

 
The corollary below follows immediately from Lemma 3.1, noting that 
 
 
 

 T(2,     α) – T(1,      α)   = 2. 
 
Corollary 3.1 : For any α        ≥        2 fixed, T(n   +   1,     α) – T(n,      α)         ≥     2 for all n (        ≥        1). 
 

In course of proving Lemma 3.1, we also proved the following results. 
 

 
Corollary 3.2 : For any α         ≥        2 fixed, if T(n   +   1,         α) is attained at t = n + 1, then T(n,          α) is attained at t = n. 
 

 
Corollary 3.3 : For any α          ≥        2 fixed, if T(n,         α) is attained at t = n, then α > 2n – 1 (n        ≥        2). 
Lemma 3.2 : For n        ≥        2 and α ≥        3, T(n,           α) is not attained at t = 1. 
 
 

 
Proof : We note that 
 
 

αT(n – 1,          α)         +       S(1, 3) > αT(n – 2,         α)         +       S(2, 3) 
 
 

if and only if  
 

α[T(n – 1,          α) – T(n – 2,          α)] > S(2, 3) – S(1, 3) = 2, 
 
 
 

which is true (by Lemma 3.1) for any n        ≥        2 and any α ≥        3. 
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Lemma 3.3 : For any α        ≥        3 fixed, let T(n,         α) be attained at k = k1 and T(n + 1,         α) be attained at k = k2. 
Then, k2 ≥ k1. 
 
 

 
Proof : Since (by (1.3)), 
 
 

T(n,      α) = αT(k1,         α)         +       S(n – k1, 3) 
 
 
 

≤ αT(k2,         α)         +       S(n – k2, 3), 
 
 
 

T(n   +   1,      α) = αT(k2,       α)         +       S(n   +   1 – k2, 3) 
 
 
 

≤ αT(k1,         α)         +       S(n   +   1 – k1, 3), 
 
 
 

 

we get the following chain of inequalities : 
 
 
 

2
kn

2
−

= S(n   +   1 – k2,   3) – S(n – k2,   3) 
 
 
 

≤ T(n   +   1,        α) – T(n   ,         α) 
 
 
 

≤ S(n   +   1 – k1,   3) – S(n – k1,   3) = 1
kn

2
−

.                                          (2) 
 
 
 

Then, we must have n – k2 ≤ n – k1, giving the result desired. 
 
Corollary 3.4 : For any α        ≥        3 fixed, let T(n,      α) be attained at t = t1 and T(n + 1,      α) be attained at t = t2. 
Then, t2 ≤ t1 + 1. 
 
 

 
Proof : follows immediately from Lemma 3.3, since t1 = n – k1, t2 = n + 1 – k2. 
 
Lemma 3.4 : For any α        ≥        3 fixed,  
 
 

(a) let T(n,     α) be attained at t = t1 and T(n + 1,    α) be attained at t = t2; then, t2 ≥ t1, 
 
 

(b) for all n        ≥        1, 
 
 

T(n   +   1,      α) – T(n,      α) ≤ T(n   +   2,      α) – T(n   +   1,      α) 

 
 
 
       

≤     2[T(n   +   1,      α) – T(n,     α)]. 
 
 
 
 

 
Proof : To prove part (b), we consider all the three possible cases that may arise. 
 
 
 

Case (1) : When T(n   +   2,        α) = S(n   +   2,   3). 
 
 
 

In this case, by Corollary 3.2,  
 
 
 

T(n   +    1,      α) = S(n   +   1,   3), T(n,     α) = S(n,   3), 
so that 

T(n   +   2,      α) – T(n    +   1,     α) = 2n
  

+
  

1
  =     2[T(n   +   1,      α) – T(n,      α)]. 

 
 
 

Case (2) : When T(n   +   1,      α) = S(n   +   1,   3). 
 
 
 

Here, by Corollary 3.2, T(n,      α) = S(n,   3), so that 
 
 
 
 
 

T(n   +   1,      α) – T(n,      α) =  2n. 
 
 
 

 
Now, let T(n   +   2,   α) be attained at t    =        t1 for some 1 ≤ t1

 ≤ n + 1, that is, let 
 
 
 

T(n   +   2,      α) = αT(n   +   2 – t1,      α)         +       S(t1, 3) ≤ S(n + 2, 3). 
Then, since 

T(n   +   1,      α) ≤ αT(n   +   1 – t1,        α)         +       S(t1, 3), 
 
 
 

we get the following chain of inequalities : 
 
 
 
 
 

T(n   +   2,      α) – T(n   +   1,      α)         ≥ α[T(n   +   2 – t1,         α) – T(n + 1 – t1,      α)] 
 
 
 

> α    > 2n = T(n   +   1,      α) – T(n,       α) 
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where the last two inequalities follow by virtue of Corollary 3.1 and Corollary 3.3. 
Also, 

T(n   +   2,      α) – T(n   +   1,      α)         ≤ 2n
 

+
 

1 = 2[T(n   +   1,      α) – T(n,      α)]. 
 
 
 

Case (3) : When T(n   +   2,      α) ≠ S(n   +   2,   3) and T(n   +   1,     α) ≠ S(n   +   1,   3). 
 
 
 
 
 

 
This case and part (a) of the lemma is proved by induction on n. By Corollary 2.1, 
 
 
 

T(3,     α) – T(2,     α)             ≥ 2 = T(2,     α) – T(1,    α) for any α ≥ 3. 
 
 
 

Thus, part (b) of the lemma holds true for n = 1. So, we assume the validity of the result for some n. 
 
 
 
 
 

 
Now, let T(n,     α) be attained at t = t1 and T(n + 1,    α) be attained at t = t2 with t1 > t2. Then, 
 
 
 
 
 

T(n,     α) = αT(n – t1,     α)         +       S(t1, 3) < αT(n – t2,      α)         +       S(t2, 3), 
  

 
 
 
 

and we get the following chain of inequalities : 
 
 
 
 
 

α[T(n   +   1 – t2,       α) – T(n – t2,            α)] 
 
 
 
 
 

< T(n   +   1,       α) – T(n,       α)         ≤ α[T(n   +   1 – t1,         α) – T(n – t1,         α)], 
 
 
 
 
 

which contradicts the induction hypothesis, since n   +   1 – t2
 > n   +   1 – t1. Thus, t2 ≥ t1, which we wanted to 

prove. 
 
 
 

 
To complete the proof of part (b), let T(n,  α) be attained at k = k1, T(n + 1,   α) be attained at k = k2 and T(n + 

2,      α) be attained at k = k3. By part (a) of the lemma and Lemma 3.3, we need to consider the following 
four cases : 
 
 
 

 
Case (A) : When  k1 = k2 = k3 = K, say. 
 
 
 

 
In this case,  
 
 
 

T(n   +   2,         α) – T(n   +   1,        α) = 2n – K +1 = 2[T(n   +   1,         α) – T(n,          α)]. 
 
 
 

Case (B) : When  k1 = k2 = K, k3 = K + 1. 
 
 
 

Here, 
T(n   +   2,         α) – T(n   +   1,         α) > 2n – K = T(n   +   1,      α) – T(n,       α). 

 
 
 
 
 
 

Also, 
T(n   +   2,      α) – T(n   +   1,      α) < 2n

 

+
  

1 – K = 2[T(n   +   1,      α) – T(n,       α)]. 
 
 

Case (C) : When  k1 = K, k2 = k3 = K + 1. 
 
In this case, 

T(n   +   2,      α) – T(n   +   1,      α) = 2n – K ≥ T(n   +   1,      α) – T(n  ,      α). 
 
 

Again, since 
T(n   +   1,      α) – T(n   ,       α) ≥ 2n – K – 1, 

 

 
we see that 

T(n   +   2,      α) – T(n   +   1,      α) ≤2[T(n   +   1,      α) – T(n,       α)]. 
 
 
 

Case (D) : When  k1 = K, k2 = K + 1, k3 = K + 2. 
 
Here, 

T(n   +   2,      α) – T(n   +   1,      α) = α[T(K   +   2,     α) – T(K   +   1  ,        α)], 
 
 
 
 
 

T(n   +   1,      α) – T(n  ,      α) = α[T(K   +   1,     α) – T(K ,       α)], 
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so that the result follows by virtue of the induction hypothesis. 
 
 

All these complete the proof of the lemma. 
 
 From part (a) of Lemma 3.4 together with Corollary 3.1, we see that, if T(n, α) isattained at t = t1, and 
T(n + 1, α) is attained at t = t2, then t1 ≤ t2 ≤ t1 + 1. From the computational point of view, this allows to 
calculate recursively the value(s) of t where T(n + 1, α) is attained, starting with the value(s) of t at which 
T(n, α) is attained. Part (b) of Lemma 3.4 shows that, for any α ≥ 3 fixed, T(n, α) is convex in n in the 
sense of the inequality. It also shows that for any α ≥ 3 fixed, T(n   +   1,       α) – T(n  ,             α) is increasing (non-
decreasing) in n.  
 

 
Lemma 3.5 : For some α ≥ 3 and α ≥ 3, let T(n, α) be attained at the values k = k1 and k = k2. Then, T(N, 

α) is attained at all k1 ≤ k ≤ k2. 
 
Proof : Let T(n, α) be attained at the values k = k1 and k = k2, so that 
 
 
 
 

α[T(k2,      α) – T(k1  ,      α)] = 1
kn

2
−

  – 2
kn

2
−

. 
 
 
 
 
 

There is nothing to prove if k2 = k1 + 1. So, let k2 ≥ k1 + 2.  
The proof is by contradiction. So, we assume that T(n, α) is not attained at k = k1 + 1, so that 
 
 
 

α[T(k1 + 1,      α) – T(k1  ,        α)] > 
1kn

12
−−

.  
 
 
 
 
 

Let k2 = k1 + m for some integer m ≥ 2. Then, by part (b) of Lemma 3.4, together with the above inequality, 
we get the following chain of inequalities : 
 
 
 
 
 

1
kn

2
−

  – 2
kn

2
−

 =  α[T(k2,      α) – T(k1  ,     α)] 
 
 
 
 
 
 

=  α[T(k1 + m,      α) – T(k1  ,      α)] 
 
 
 
 

=   α )],1ik(T),ik(T[ 11

m

1i
α−+−α+∑

=
 

 
 
 
 
 
 

≥ mα[T(k1 + 1,     α) – T(k1  ,      α)] > m
1kn

12
−−

, 
 
 
 
 
 
 

which leads to a contradiction for m ≥ 2. Thus, T(n, α) is attained at k = k1 + 1. 
 
 
 

Continuing the argument, we get the desired result. 
 

 
Lemma 3.6 : For any α ≥ 3 fixed, T(n, α) is not attained at three (consecutive) values. 
 

 
Proof : If possible, let T(n, α) be attained at the three values k = K – 1, K, K + 1. Then, using part (b) of 
Lemma 3.4, we get 
 
 
 

2n – K – 1
 = α[T(K + 1,     α) – T(K  ,      α)] 

 
 
 
 
 
 

≥ α[T(K,      α) – T(K – 1  ,      α)] = 2n – K, 
 
 
 
 

which is absurd. 
 

From Lemma 3.5 and Lemma 3.6, we see that, for any α ≥ 3 fixed, T(n, α) is attained either at a unique k, 
or else at two (consecutive) values. 
 
Lemma 3.7 : For some α ≥ 3, let T(n, α) be attained at k = K, K + 1. Then, 
 
 
 
 

α[T(K + 1,      α) – T(K  ,      α)] = 2n – K – 1. 
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Proof : The proof follows immediately from the fact that 
 
 
 
 

T(n, α) = αT(K,      α) + S(n – K, 3) = αT(K + 1,      α) + S(n – K – 1, 3). 
 
 
 
 
 
 
 
 
 
 
 

Corollary 3.5 : If α is not of the form 2i, then T(n, α) is attained at a unique k. 
 
 

 
Proof : If T(n, α) is attained at two values k = K, K + 1, then the result in Lemma 3.7 is violated if α is not 
of the form 2i. 
 
Lemma 3.8 : For any α        ≥        3 fixed (with α ≤ n), let T(n,   α) and T(n + 1,   α) both be attained at k = K. Then,  

T(n   +   1,      α) – T(n   ,       α) = 2n – K.                                                                                (3) 
 
 
 
 

Moreover, in such a case, if α is not of the form 2i then 
 
 

(a) T(n – 1, α) is not attained at k = K. 
 
 

(b)  T(n + 2,      α) is not attained at k = K. 
 
 

 
Proof : (3) follows from (2) (with k1 = k2 = K). 
 
 

We prove parts (a) and (b) assuming that α is not of the form 2i. 
 
 
 

(a) Let T(n – 1, α) be attained at k = K, so that 
 
 
 

T(n   –   1,      α) = αT(K, α) + S(n – K – 1, 3) 
 
 
 

≤ αT(K – 1, α) + S(n – K, 3). 
 
 

 
Now, since  
 
 

T(n   +   1,      α) = αT(K, α) + S(n + 1 – K, 3) 
 
 
 

< αT(K + 1, α) + S(n – K, 3), 
 
 
 

we have the following chain of inequalities :  
 
 
 

α[T(K   +   1,   α) – T(K   ,   α)] > 2n – K  
 
 
 

≥ 2α[T(K, α) – T(K – 1, α)], 
 
 
 

which contradicts part (b) of  Lemma 3.4.  
 
 
 

 
In this case, T(n – 1, α) is attained at the (unique) point k = K – 1, with 
 
 
 

2n – K – 1 < T(n,   α) – T(n – 1   ,   α) 
 
 
 

=  α[T(K,   α) – T(K – 1   ,   α)] < 2n – K.  
 
 
 

(b) Let T(n + 2,   α) be attained at k = K. Then, 
 
 
 

T(n   +   2,   α) = αT(K, α) + S(n + 2 – K, 3) 
 
 
 

≤ αT(K + 1, α) + S(n + 1 – K, 3). 
 
 

Now, since  
 
 
 

T(n,   α) = αT(K, α) + S(n – K, 3) 
 
 
 

< αT(K – 1, α) + S(n + 1 – K, 3), 
 
 
 

we get  
 
 
 

α[T(K   +   1,   α) – T(K   ,   α)] ≥ 2n
 

+
 

1 – K  
> 2α[T(K, α) – T(K – 1, α)], 

 
 
 

contradicting part (b) of  Lemma 3.4.  
 
 
 

 
Thus, T(n + 2,      α) is attained at the (unique) point k = K + 1, satisfying the following chain of relations. 
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2n – K < T(n   +   2,   α) – T(n + 1   ,   α) 
 
 
 

= α[T(K + 1,   α) – T(K   ,   α)] < 2n
 

+
 

1 – K.  
 
 
 

All these complete the proof of the lemma. 
 
Lemma 3.9 : Let, for some α ≥ 3, T(n, α) be attained at k = K, K + 1. Then, 
 

(a) T(n – 1, α) is attained at k = K, 
 
 

(b) T(n + 1, α) is attained at k = K + 1, 
 
 
 

(c) T(n,        α) – T(n – 1,      α) = 2n – K
 

–
   

1= T(n   +   1,         α) – T(n,          α). 
 
 

 
Proof : Let T(n, α) be attained at k = K, K + 1. Then, 
 
 
 

T(n,     α) = αT(K, α) + S(n – K, 3) 
 
 
 

=  αT(K + 1, α) + S(n – K – 1, 3) 
 
 
 

< αT(K – 1, α) + S(n – K + 1, 3). 
 
 
 

 
(a) Let T(n – 1, α) be attained not at k = K. Then, it must be attained at k = K – 1. Thus, 
 
 
 
 
 

T(n   –   1,       α) = αT(K – 1, α) + S(n – K, 3) 
 
 
 
 
 

< αT(K, α) + S(n – K – 1, 3). 
 
 

 
But, then  
 
 
 

α[T(K   +   1,      α) – T(K,        α)] = 2n – K
 

–
   

1   
 
 
 

< α[T(K, α) – T(K – 1, α)], 
 
 
 
 

which contradicts part (b) of  Lemma 3.4.  
 
 
 

Thus, T(n – 1, α) is attained at the (unique) point k = K. 
 
 
 

 
(b) If, on the contrary, T(n + 1,   α) is attained at k = K + 2, then 
 
 
 
 
 

T(n   +   1,       α) = αT(K + 2, α) + S(n – K – 1, 3) 
 
 
 
 
 

< αT(K + 1, α) + S(n – K, 3). 
 
 

Therefore,  
 
 
 

α[T(K   +   2,       α) – T(K + 1,   α)] < 2n – K – 1   
 
 
 

=  α[T(K + 1, α) – T(K, α)], 
 
 
 
 
 

and we are led to a contradiction to part (b) of  Lemma 3.4.  
 
 
 

Hence, T(n + 1, α) is attained at the (unique) point k = K + 1. 
 
 
 

 
(c) follows from the proofs of parts (a) and (b).                      

 
For any α ≥ 3 and n ≥ 1 fixed, let 
 
 
 
 
 

Tα(n, k) = αT(k, α) + S(n – k, 3) for 0 ≤ k ≤ n – 1. 
Then,  

{ }
1nk0               

. )k ,n(T        min       ),n(T
−≤≤

=α α                                           

 
Lemma 3.10 : Tα(k) is convex in k in the sense that 
 
 
 

Tα(n, k + 2) – Tα(n, k + 1) ≥ Tα(n, k + 1) – Tα(n, k) for all 0 ≤ k ≤ n – 2. 
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Proof : Since  
 

Tα(n, k + 2) – Tα(n, k + 1)  
 
 
 
 

= α[T(k + 2, α) – T(k + 1, α)] – S(n – k – 2, 3), 
 
 
 
 
 
 
 
 

 
Tα(n, k + 1) – Tα(n, k)  
 
 
 
 

=  α[T(k + 1, α) – T(k, α)] – S(n – k – 1, 3), 
 
we get 

[Tα(n, k + 2) – Tα(n, k + 1)] – [Tα(n, k + 1) – Tα(n, k)] 
 
 
 
 

=  α[{Tα(n, k + 2) – Tα(n, k + 1)} – {Tα(n, k + 1) – Tα(n, k)}] 
 
 
 
 
 

+2n – k – 2. 
 
 
 
 

The result now follows by virtue of part (b) Lemma 3.4. 
 
 
4. DISCUSSION 
 
When α = 2, it can be proved that (see, for example, Majumdar [3]) 
 
 
 
 

T(n   +   1,       2) – T(n ,        2) = 2s for some integer s ≥ 1. 
 
 
 
 
 

However, for α ≥ 3, such a relationship need not hold, as can be verified from the entries of Table 1, 
which gives the values of T(n, α) for 1 ≤ n ≤ 9 and 3 ≤ α ≤ 9. 
 
Table 1. Values of T(n, α) for 1 ≤ n ≤ 9 and 3 ≤ α ≤ 9. In each cell, the number in parathesis gives the 
value(s) of k at which T(n, α) (in the formulation of (2.3)) is attained. 
 

     n 
α 

1 2 3 4 5 6 7 8 9 

3 1 
(0) 

3 
(0) 

6 
(1) 

10 
(1) 

16 
(2) 

24 
(2) 

33 
(3) 

45 
(4) 

61 
(4) 

4 1 
(0) 

3 
(0) 

7 
(0, 1) 

11 
(1) 

19 
(1, 2) 

27 
(2) 

43 
(2, 3) 

59 
(3, 4) 

75 
(4) 

5 1 
(0) 

3 
(0) 

7 
(0) 

12 
(1) 

20 
(1) 

30 
(2) 

46 
(2) 

66 
(3) 

91 
(4) 

6 1 
(0) 

3 
(0) 

7 
(0) 

13 
(1) 

21 
(1) 

33 
(2) 

49 
(2) 

73 
(3) 

105 
(3) 

7 1 
(0) 

3 
(0) 

7 
(0) 

14 
(1) 

22 
(1) 

36 
(2) 

52 
(2) 

80 
(3) 

112 
(3) 

8 1 
(0) 

3 
(0) 

7 
(0) 

15 
(0, 1) 

23 
(1) 

39 
(1, 2) 

55 
(2) 

87 
(2, 3) 

119 
(3) 

9 1 
(0) 

3 
(0) 

7 
(0) 

15 
(0) 

24 
(1) 

40 
(1) 

58 
(2) 

90 
(2) 

126 
(3) 

 
 
For α ≥ 3, it is an interesting problem to find the value(s) of n such that 
 
 
 

T(n   +   1,   α) – T(n ,   α) = 2s for some integer s ≥ 1. 
 
 
 

In this connection, we have the following result : 
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Lemma 4.1 : Let α be of the form 2i (for some integer i ≥ 1). Then, for all n ≥ 1, the difference T(n   +   1,       α) 
– T(n ,       α) is of the form 2s. 
 
 

 
Proof : The proof is by induction on n. Corollary 2.1 shows that the result is true for  n = 2. So, we 
assume the validity of the result for some n  (so that the result is true for all i with 2 ≤ i ≤ n). We have to 
show the validity of the result for n + 1. 
 
 
 

To do so, let T(n, α) be attained at k = K. Then, one of the following two cases arises : 
 
 
 

 
Case 1 : When T(n + 1, α) is attained at k = K. 
 
In this case, 

T(n   +   1,      α) – T(n ,           α) = 2n – K. 
 
 

 
Case 2 : When T(n + 1, α) is attained at k = K + 1. 
 
In this case, 

T(n   +   1,      α) – T(n ,          α) = α[T(K + 1, α) – T(K, α)]. 
 
 
 

 
Then, by virtue of the induction hypothesis, T(n   +   1,        α) – T(n ,        α) is of the form 2s for some integer s ≥ 1. 
 

If α be of the form 2i, T(n   +   1,       α) – T(n ,        α) is of the form 2s in the trivial case when  T(n + 1, α) = S(n + 1, 

α) (see Corollary 3.2). Thus, 
 
 
 
 
 

T(2,       α) – T(1 ,             α) = 2 for all α ≥ 3, 
 
 
 
 
 

T(3,     α) – T(2 ,         α) = 22 for all α ≥ 4. 
 
 
 
 
 
 
 
 
 
 

Lemma 4.2 : Let α ( ≥ 3) be an integer, not of the form 2i. Then T(n   +   1,        α) – T(n ,        α) is of the form 2s (for 
some integer s ≥ 1) if and only if T(n   +   1,        α) and T(n ,        α) both are attained at the same k = K. 
 

 
Proof : The “if” part of the lemma follows from Lemma 3.8. To prove the “only if” part, let T(n, α) be 
attained at k = K and T(n + 1, α) be attained at k = K+1. Then, 
 
 
 
 

T(n,   α) = αT(K, α) + S(n – K, 3) 
 
 
 

< αT(K + 1, α) + S(n – K – 1, 3), 
 
 
 
 
 

T(n   +   1,   α) = αT(K + 1, α) + S(n – K, 3) 
 
 
 

< αT(K, α) + S(n + 1 – K, 3). 
 
 
 
 

 
Then, we get the following chain of inequalities : 
 
 
 

2n – K – 1 < T(n   +   1,         α) – T(n,         α) <     2n – K. 
 
 

The above inequality shows that T(n   +   1,        α) – T(n ,        α) can not be of the form 2s (for some integer s ≥ 1). 
Let α ( ≥ 3) be not of the form 2i. Let for any α fixed, T(n, α) and T(n + 1, α) be such that T(n   +   1,        α) – T(n ,        

α) is of the form 2s (for some integer s ≥ 1). From Lemma 3.8, coupled with Lemma 4.2, we see that, T(n     

+       2,        α) – T(n   +       1 ,         α) is not of the form 2s. This raises the following question : Is there any integer N with N 

> n, such that T(N   +   1,      α) – T(N ,       α) is of the form 2t (for some integer t > s)? The following lemma answers 
the question in the affirmative. 
 
Lemma 4.3 : Let α = 2i for some integer i ( ≥ 1). Let T(n, α) be attained at the two values k = N, N + 1. Let 
m be such that 
 
 
 

m – n = n – N + i – 1.                                                                                    (4) 
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Then, T(m, α) is attained at the two values k = n – 1, n. 
 
 

 
Proof : Let T(n, α) be attained at the two values k = N, N + 1, so that by Lemma 3.9, 
 
 
 
 

T(n, α) – T(n – 1, α) = 2n – N – 1 = T(n + 1, α) – T(n, α). 
Then, 

α[T(n, α) – T(n – 1, α)] = 2m – n, 
 

so that 
αT(n – 1, α) + S(m – n + 1, 3) = αT(n, α) + S(m – n, 3). 

 
Also, since 

α[T(n+1, α) – T(n, α)] = 2m – n > 2m – n – 1,  
 
 
 

it follows that 
 
 
 

αT(n + 1, α) + S(m – n – 1, 3) > αT(n, α) + S(m – n, 3). 
Hence,  

T(m, α) = αT(n – 1, α) + S(m – n + 1, 3)  
 
 
 
 
 

=  αT(n, α) + S(m – n, 3) 
 
 
 
 
 

< αT(n + 1, α) + S(m – n – 1, 3), 
 
 
 

which shows that T(m, α) is attained at the two values k = n – 1, n. 
 
Lemma 4.3 shows that the sequence { }∞

=α 1n) ,n(T  contains an infinite number of functions of the form 
T(m, α), each of which is attained at exactly two values of k. 
 
 When α = 2, it can be shown (as in Majumdar [3]) that exactly one of the following two alternatives 
holds true : 
 
 

Case (1) T(n   +   2,        α) – T(n   +   1,       α)         =     T(n   +   1,       α) – T(n,       α),                                                (5) 
 
 

Case (2) T(n   +   2,        α) – T(n   +   1,         α)         =     2[T(n   +   1,      α) – T(n,       α)].                                           (6) 
 
 
 

 
 When α( ≥ 3) is of the form 2i (i ≥ 2) T(n   +   2,        α), T(n   +   1,        α) and T(n,        α) still satisfy one of the above 
two relationships. We now look at this problem more closely. Let T(n, α) be attained at two values k = N, 
N + 1. By Corollary 3.5, α must be of the form 2s (for some integer s ≥ 1). From the proof of Lemma 3.9, 
we see that the necessary conditions (that T(n, α) is attained at k = N, N + 1) are 
 
 
 

1. T(n, α) – T(n – 1, α) = 2n – N –1, 
 
 
 
 
 

2. T(n + 1, α) – T(n, α) = 2n – N –1, 
 
 
 
 

3. α[T(N + 1, α) – T(N, α) = 2n – N – 1. 
 
 
 

Now, we consider the function T(n+2,α). One of the following two cases arises : 
 
 
 

Case 1 : When T(n + 2, α) is attained at k = N + 1. 
In this case,  
 
 

T(n + 2, α) – T(n + 1, α) = 2n – N, 
so that 

T(n + 2, α) – T(n + 1, α) = 2[T(n + 1, α) – T(n, α)]. 
 
 
 

 
Case 2 : When T(n + 2, α) is attained at k = N + 2. 
Here,  

T(n + 2,   α) = αT(N + 2, α) + S(n – N, 3) 
 
 
 

< αT(N + 1, α) + S(n – N + 1, 3), 
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and hence, 
 
 

α[T(N + 2, α) – T(N + 1, α)] > 2n – N.                                                          (7) 
 
 
 

 
Then, T(n + 1, α) is attained at k = N + 2; otherwise, 
 
 
 

T(n + 1,   α) = αT(N + 1, α) + S(n – N, 3) 
 
 
 

< αT(N + 2, α) + S(n – N – 1, 3), 
 

giving 
α[T(N + 2, α) – T(N + 1, α)] > 2n – N – 1,                                                           

 
 
 
 

which, together with Lemma 4.1, contradicts (7).  
 
 
 

 
Hence, T(n + 1, α) is attained at k = N + 2, and consequently, 
 
 
 
 

T(n + 2, α) – T(n + 1, α) = 2n – N – 1. 
 
When α( ≥ 3) is not of the form 2i (i ≥ 2), then T(n   +   2,        α), T(n   +   1,        α) and T(n,        α) need not satisfy either of 
the two relationships (5) and (6). For example, 
 
 
 
 
 

 4        =     T(4,   3) – T(3,   3)         <         6 =     T(5,   3) – T(4,   3)         <     8 =     2[T(4,   3) – T(3,   3)]. 
 
We conjecture that, in such a case, neither of the relationships (4) and (5) holds true. 
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Abstract: The N-body problem is one of the well-known and most central computational problem. The 
N-body problem of the Solar System is not only a rich source of initial value problems (IVPs) for ordinary 
differential equations (ODEs), but is also very convenient to understand the orbital evolution of the Solar 
System; see, for example,[1, 2]. Wide range of numerical integrators have been developed and 
implemented for performing such N-body simulations. The main objective of this research paper is to 
analyze and compare the accuracy and efficiency of different ordinary differential equation (ODE) solvers 
applied to the Kepler’s two-body problem for Terrestrial planets. Throughout this paper, the error growth is 
investigated in terms of global error in position and velocity, and the relative error in terms of angular 
momentum and total energy of the system. To quantify the quality of different ODE solvers, we performed 
numerical tests applied to the Kepler’s two body problem for Terrestrial planets with local error tolerances 
ranging from 10−12 to 10−4. 

Keywords: Kepler’s two body problem, N-body simulations, Terrestrial planets, ODE solvers 

 
1. INTRODUCTION 
In the dynamical astronomy and celestial mechanics, the numerical integration plays a vital role to 
investigate complex problems, for example, N-body problems. Computational astronomers make 
extensive use of accurate N-body simulations to investigate the orbital evolution of the planets, comets, 
asteroids, and other small celestial bodies in the Solar System. The numerical simulations of N-body 
problems are performed by first obtaining a set of second order ODEs for the acceleration of the N-
bodies, and describing the positions and velocities of the N-bodies at the initial time = 𝑡𝑡0 . The initial 
value problem (IVP) we are considering is represented by: 

𝑦𝑦′′(𝑡𝑡) = 𝑓𝑓�𝑡𝑡,𝑦𝑦(𝑡𝑡)�, 𝑦𝑦(𝑡𝑡0) = 𝑦𝑦0, 𝑦𝑦 ′(𝑡𝑡0) = 𝑦𝑦0′ ,                  (1) 

where, 𝑦𝑦0,𝑦𝑦0′ ∈ 𝑅𝑅𝑘𝑘 represent the initial positions and velocities, operator ′ represents  differentiation with 
respect to time, 𝑓𝑓 ∶ 𝑅𝑅 × 𝑅𝑅𝑘𝑘 → 𝑅𝑅𝑘𝑘 a smooth function, and 𝑘𝑘 is the dimension of the above IVP. In the N-
body problem, when N = 2 then the problem is in its simplest form, i.e., two-body problem. Large number 
of numerical integrators are developed and used to find numerical approximations of these types of 
problems; see, for example, Runge-Kutta [3, 4], ODE solvers for non-stiff problems [5, 6, 7]. 
 
2. MATERIALS AND METHODS 
In celestial mechanics, the Kepler’s two-body problem [10, 11] involves the motion of one body about 
another under the influence of their mutual gravitational attraction. The two-body problem is considered 
as the simplest problem in the dynamical astronomy, because the exact solution of the two-body problem  
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exists. The best direct orbit calculations arise when the central body is largely heavier than the orbiting 
body, for example, the man-made satellite around the Earth and planetary orbits around the Sun. In this 
research work, we used Kepler’s two-body problem for Terrestrial planets as the test problem. Terrestrial 
planets (inner planets), i.e., Mercury, Venus, Earth, and Mars are closest to the Sun [12, 13, 14]. The 
equations of motion of Kepler’s two body problem are: 

𝑦𝑦1′′ = −𝑦𝑦1
𝑟𝑟3

,                           (2) 

𝑦𝑦2′′ = −𝑦𝑦2
𝑟𝑟3

,                           (3) 

where, 𝑦𝑦1,𝑦𝑦2 represent the 𝑥𝑥 − and 𝑦𝑦 −components of one body corresponding to the other body, and 
𝑟𝑟 = �𝑦𝑦12 + 𝑦𝑦22. The initial conditions are 

𝑦𝑦1(0) = 1 − 𝑒𝑒, 𝑦𝑦2(0) = 0,    𝑦𝑦1′ (0) = 0,𝑦𝑦2′ (0) = �1+𝑒𝑒
1−𝑒𝑒

 . 

 The parameter 𝑒𝑒 is the orbital eccentricity and 0 ≤ 𝑒𝑒 < 1. Since, the true solution of Kepler 
problem is available. Therefore, the Kepler’s two body problem is quite useful for observing the accuracy 
of different ODE solvers over a short duration of time. The analytical solution of the Kepler’s two body 
problem is given by 

𝑦𝑦1 = cos(𝜂𝜂) − 𝑒𝑒,                                    𝑦𝑦2 = √1 − 𝑒𝑒2sin (𝜂𝜂), 

𝑦𝑦1′ = − sin(𝜂𝜂) �1 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝜂𝜂)�−1,       𝑦𝑦2′ = �(1 − 𝑒𝑒2)cos (𝜂𝜂)(1 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝜂𝜂))−1, 

where, the eccentric anomaly 𝜂𝜂 satisfies Kepler’s equation 𝑥𝑥 = 𝜂𝜂 − esin(𝜂𝜂). 
 Throughout this paper, we have discussed different types of errors. To quantify the quality of 
numerical approximations obtained by different ODE solvers, the global error is of main concern. The 
main source of error, for the total error in the system, is the integration error. The integration error 
consists of two types of errors, namely, truncation and round-off error. Since, computer stores number to 
a certain arithematic precision. Therefore, for accurate N-body simulations, round-off error can contribute 
significantly to the global error.  
 Suppose, 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛(𝑡𝑡) and 𝑦𝑦𝑡𝑡𝑟𝑟𝑛𝑛𝑒𝑒(𝑡𝑡) are position vectors of the solutions obtained numerically and 
analytically, respectively, and 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛′ (𝑡𝑡)  and 𝑦𝑦𝑡𝑡𝑟𝑟𝑛𝑛𝑒𝑒′ (𝑡𝑡) are velocity vectors of numerical and analytical 
solutions, respectively. The 𝐿𝐿2 -norm of global errors in the position and velocity are defined as 

𝐸𝐸𝑟𝑟(𝑡𝑡) = ‖𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛(𝑡𝑡) − 𝑦𝑦𝑡𝑡𝑟𝑟𝑛𝑛𝑒𝑒(𝑡𝑡)‖2 ,     𝐸𝐸𝑣𝑣(𝑡𝑡) = �𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛′ (𝑡𝑡) − 𝑦𝑦𝑡𝑡𝑟𝑟𝑛𝑛𝑒𝑒′ (𝑡𝑡)�2 , where, ‖. ‖2 is the 𝐿𝐿2 -norm. 

 Physical systems usually have conserved quantities, for example, angular momentum 𝐿𝐿(𝑡𝑡) and total 
energy 𝐻𝐻(𝑡𝑡). Generally, 𝐿𝐿(𝑡𝑡) and 𝐻𝐻(𝑡𝑡) are not conserved accurately by numerical approximations. 
However, this digression provides evaluation to quantify the quality of numerical approximations. The 
total energy 𝐻𝐻(𝑡𝑡) of the two-body system is defined as 

𝐻𝐻(𝑡𝑡) = 𝑦𝑦1′2+𝑦𝑦2′2

2
− 1

�𝑦𝑦12+𝑦𝑦22
. 

The relative error in energy is defined as 

𝐻𝐻𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡) = �𝐻𝐻0−𝐻𝐻(𝑡𝑡)
𝐻𝐻0

�, 

where, 𝐻𝐻0 is the total energy at 𝑡𝑡 = 𝑡𝑡0. 
The total angular momentum 𝐿𝐿(𝑡𝑡) is defined as 

𝐿𝐿(𝑡𝑡) = 𝑦𝑦1𝑦𝑦2′ − 𝑦𝑦2𝑦𝑦1′ . 
The relative error in angular momentum is defined as 

𝐿𝐿𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡) = ‖𝐿𝐿0−𝐿𝐿(𝑡𝑡)‖2
‖𝐿𝐿0‖2

 , 
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where, 𝐿𝐿0 is the angular momentum at 𝑡𝑡 = 𝑡𝑡0. Notice that, unlike the global error in position and velocity, 
the exact solution is not required to calculate 𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡) and 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡). Hence, fewer computing resources are 
required to observe the quality of different ODE solvers. Since, 𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟and 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 are scalar quantities. So, in 
order to obtain small error, 𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟and 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 require only one constraint. Whereas, for 𝐸𝐸𝑟𝑟 and 𝐸𝐸𝑣𝑣, being vector 
quantities, each coordinate of  𝐸𝐸𝑟𝑟 and 𝐸𝐸𝑣𝑣 has to be small. 
 
3. ODE SOLVERS 
A wide range of numerical integration techniques have been developed for the numerical approximations 
of ODEs that correspond to the continuous state of dynamic systems. MATLAB is a software that is used 
to solve an extensive variety of such problems. The MATLAB ODE suit is a set of codes for solving first 
order systems of ODEs for IVPs and plotting mathematical results of these problems [5]. The ODE 
solvers control the estimated local error for initial value problems. A local error tolerance is specified and, 
if the estimated local error is too large comparative to this specific tolerance. Then the time-step is 
rejected and a new attempt is made with smaller time-step. All ODE solvers in MATLAB use the same 
function interface, so it is very easy to try several methods on the same problem and observe their 
behavior [8]. The most important non-stiff solvers are ODE23, ODE45, and ODE113 [5].  

3.1 ODE45 Solver 
The ODE45 solver is a popular (4, 5) embedded pair of Dormand and Prince [7]. The ODE45 solver 
consists of six-stage embedded pair of Runge-Kutta methods of order 4 and 5. The ODE45 solver is a 
very attractive one step solver for the numerical approximations of non-stiff problems. The ODE45 
advances the solution with 5th order method and the local error is controlled by taking the difference 
between the numerical approximations obtained by 5th order and 4th order methods. In order to compute 
𝑦𝑦(𝑡𝑡𝑛𝑛), ODE45 solver requires only the solution 𝑦𝑦(𝑡𝑡𝑛𝑛−1) at the immediately preceding time-step. 
Generally, the ODE45 solver is the best solver to implement as a “first choice” for most of the problems. 

3.2  ODE23  Solver 
The ODE23 solver is based upon explicit Runge-Kutta (2, 3) embedded pair of Bogacki and Shampine 
[6]. In the presence of mild stiffness and at crude tolerances, the ODE23 solver may be more efficient 
than ODE45 solver. The ODE23 solver is a one step solver which is frequently used for non-stiff 
problems. The ODE23 solver consists of four-stage embedded pair of explicit Runge-Kutta methods of 
order 2 and 3. The ODE23 advances the solution with 3rd order method and the local error is controlled by 
taking the difference between the numerical approximations obtained by 3rd order and 2nd order methods. 

3.3 ODE113 Solver 
The ODE113 solver is a variable order and variable time-step solver. The ODE113 solver uses Adams-
Bashforth-Moulton predictor-corrector methods of order 1 to 13 [9]. When the ODE function is very 
expensive to evaluate then at stringent tolerances, the ODE113 solver may be more efficient than ODE45 
solver. Normally, the ODE113 solver requires solution at several preceding time-steps to obtain the 
current solution values [5]. 
 
4. RESULTS AND DISCUSSION 
In this section, we investigate the global error in position and velocity, and the relative error in angular 
momentum and energy for Terrestrial planets. We perform numerical experiments for different numerical 
ODE solvers applied to the Kepler’stwo body problem for Terrestrial planets over the orbital time period 
of each of the planet with 𝑇𝑇𝑇𝑇𝐿𝐿 = [10−12 − 10−4]. The eccentricity of Mercury, Venus, Earth, and Mars is 
approximately 0.21, 0.0068, 0.017, and 0.093, respectively. Whereas, for the Terrestrial planets, the 
corresponding time of the orbital motion to complete one vibration is approximately 28π, 72π, 117π, and 
219π, respectively. Different time-steps are chosen to perform these numerical experiments. We evaluate 
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the position and velocity on each of the time-step using ODE solvers. The values of positions, velocities, 
and time are stored in separate files. Then we obtain error in positions and velocities with respect to the 
true solutions obtained at the saved values of time. 
 Fig. 1, shows four sets of experiments with time-steps π/2, π/4, π/8, and π/16 to obtain the maximum 
global error in position using ODE23, ODE45, and ODE113 integrators applied to the Sun-Mercury 
system with 𝑇𝑇𝑇𝑇𝑇𝑇 = [10 −12 − 10−4]. Fig. 1(a) shows four sets of numerical experiments with time step 
𝜋𝜋/2. From Fig. 1(a), we observe that ODE45 gives the least error, which is approximately 1.9929 ×
10−9 for the Sun-Mercury system at a combination of tolerance 10−12 and time-step 𝜋𝜋/2. The ODE23 
integrator gives the 2nd least error, which is approximately 3.6778 × 10−9and the 3rd least error, which is 
approximately 5.8392× 10−9 is attained by ODE113 integrator at the same combination of tolerance and 
time-step. Fig. 1(a) depicts a clear pattern. When the tolerance is increased, the maximum global error in 
position is also increased.  
 Fig. 1(b) shows the same set of experiments with time-step 𝜋𝜋/4. We see that at tolerances less than 
10−10 all three integrators lose their accuracy by approximately two orders of magnitude as compared to 
the global errors at time-step 𝜋𝜋/2. When the time-step is 𝜋𝜋/8 and tolerance 10−12, as shown in Fig. 1(c), 
all the three integrators have achieved almost the same accuracy, which is approximately 0.0272. Fig. 
1(d) shows the experiments performed with time-step 𝜋𝜋/16. We observed that all three integrators lose 
their accuracy at tolerances less than 10−6 and give us straight lines which shows that there is no change 
in error when we further reduce the tolerance.  

 
Fig. 1. The maximum global error in position using ODE23, ODE45, and ODE113 for the Sun-Mercury system 
against tolerances ranging from 10−12 to 10−4 and using time-steps from π/16 to π/2. 

 

 From all sets of experiments in Fig. 1, we observe that the accuracy of the given ODE solvers is 
improved if the time-step is increased at tolerance 10−12. We conclude that a combination of tolerance 
10−12and time-step π/2 gives better results in terms of maximum global error in position for all three 
integrators. We also observe that using ODE45 solver the least maximum global error in position is 
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approximately 1.993 × 10−9, which is the best observed accuracy. The ODE45 integrator achieved 
approximately 45% and 65% better accuracy than ODE23 and ODE113, respectively.  
 Fig. 2 shows four sets of experiments with time-steps π/2, π/4, π/8, and π/16 to obtain the maximum 
global error in position using ODE23, ODE45, and ODE113 integrators applied to the Sun-Venus system 
with 𝑇𝑇𝑇𝑇𝑇𝑇 = [10−12 − 10−4]. Fig. 2(a) shows four sets of numerical experiments with time step 𝜋𝜋/2. 
From Fig. 2(a), we observe that ODE113 gives the least error, which is approximately 5.0325× 10−10 for 
the Sun-Venus system at a combination of tolerance 10−12 and time-step 𝜋𝜋/2. The ODE45 integrator 
gives the 2nd least error, which is approximately 1.0321× 10−8and the 3rd least error, which is 
approximately 2.2642× 10−8 is attained by ODE23 integrator at the same combination of tolerance and 
time-step. The ODE113 integrator achieved approximately 95% and 97% better accuracy than ODE45 
and ODE23, respectively. Fig. 2(b) and Fig. 2(c), show the same sets of experiments with time-steps 𝜋𝜋/4 
and 𝜋𝜋/8, respectively. We observed that at time-steps 𝜋𝜋/4 and 𝜋𝜋/8, the behavior of the global error 
obtained by using three integrators was very similar to that for the experiments performed with time-step 
𝜋𝜋/2.  

 
Fig. 2. The maximum global error in position using ODE23, ODE45, and ODE113 for the Sun-Venus system 
against tolerances ranging from 10−12 to 10−4 and using time-steps from π/16 to π/2. 

 Fig. 2(d) shows the experiments performed with time-step 𝜋𝜋/16. We observed that all three 
integrators lose their accuracy using tolerances less than 10−7 and give us a straight line which shows that 
there is no change in the error when we further reduce the tolerance. We observed from Fig. 2 that all 
three ODE solvers behave in a similar manner at time-steps 𝜋𝜋/2, 𝜋𝜋/4, and 𝜋𝜋/8 for the Sun-Venus 
system. However, for the efficiency reason, the time-step 𝜋𝜋/2 is recommended, because all the three 
integrators take least amount of CPU time with time-step 𝜋𝜋/2. 
 Fig. 3 shows four sets of experiments with time-steps π/2, π/4, π/8, and π/16 to obtain the maximum 
global error in position using ODE23, ODE45, and ODE113 integrators applied to the Sun-Earth system 
with 𝑇𝑇𝑇𝑇𝑇𝑇 = [10−12 − 10−4]. Fig. 3(a) shows four sets of numerical experiments with time step 𝜋𝜋/2. 
From Fig. 3(a) we observe that ODE23 gives the least error, which is approximately 6.3404× 10−6for the 
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Sun-Earth system at a combination of tolerance 10−12 and time-step 𝜋𝜋/2. The ODE45 integrator gives the 
2nd least error, which is approximately 6.3714× 10−6and the 3rd least error, which is approximately 
6.3974× 10−6 is attained by ODE113 integrator at the same combination of tolerance and time-step. The 
ODE23 integrator achieved approximately 0.49% and 0.89% better accuracy than ODE45 and ODE113, 
respectively.  
 

 
Fig. 3. The maximum global error in position using ODE23, ODE45, and ODE113 for the Sun-Earth system against 
tolerances ranging from 10−12 to 10−4 and using time-steps from π/16 to π/2. 

 
 Fig. 4 shows four sets of experiments with time-steps π/2, π/4, π/8, and π/16 to obtain the maximum 
global error in position using ODE23, ODE45, and ODE113 integrators applied to the Sun-Mars system 
with 𝑇𝑇𝑇𝑇𝑇𝑇 = [10−12 − 10−4]. Fig. 4(a) shows four sets of numerical experiments with time step 𝜋𝜋/2. 
From Fig. 4(a), we observe that ODE113 gives the least error, which is approximately 9.7285× 10−8 for 
the Sun-Mars system at a combination of tolerance 10−12 and time-step 𝜋𝜋/2. The ODE45 integrator gives 
the 2nd least error, which is approximately 1.7289× 10−7and the 3rd least error, which is approximately 
2.6425× 10−7 attained by ODE23 integrator at the same combination of tolerance and time-step. The 
ODE113 integrator achieved approximately 43% and 63% better accuracy than ODE45 and ODE23, 
respectively. When the time-step is 𝜋𝜋/4, as shown in Fig. 4(b), the behavior of the errors obtained by 
using three integrators is very much similar to that for the experiments performed with time-step 𝜋𝜋/2. 
Fig. 4(c) and Fig. 4(d) show that the experiments were performed with time-step 𝜋𝜋/8 and 𝜋𝜋/16, 
respectively. We observe that given integrators lose their accuracy using tolerances less than 10−7 and 
give us a straight line which shows that there is no change in error when we further reduce the tolerance. 
Furthermore, we have performed the previous sets of numerical experiments to investigate the error 
growth in velocity. We observed almost the same trend as of the errors in position but with certain orders 
of magnitude difference in accuracy.  
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Fig.  4. The maximum global error in position using ODE23, ODE45, and ODE113 for the Sun-Mars system against 
tolerances ranging from 10−12 to 10−4 and using time-steps from π/16 to π/2. 

 
 Let us now consider the accuracy of the integrators ODE23, ODE45, and ODE113 using the 
combination of tolerance 10−12 and time-step π/2 over the orbital time period of each Terrestrial planet 
by estimating the relative error in energy and angular momentum. 
 Fig. 5 shows four sets of experiments with time-step of π/2 to observe the error behavior in total 
energy using three integrators ODE23, ODE45 and ODE113 applied to the Sun-Mercury, Sun-Venus, 
Sun-Earth, and Sun-Mars system over the orbital time period of each Terrestrial planet. The tolerance and 
time step is selected to give the smallest maximum global error. From Fig. 5(a), we observe that the best 
observed accuracy in terms of the relative error in energy is again achieved by the ODE45 integrator for 
the Sun-Mercury system. From Fig. 5(b), for the Sun-Venus system, we observe that the best observed 
accuracy in terms of relative error in energy is again achieved by the ODE113 integrator. From Fig. 5(c), 
we observe that the best observed accuracy in terms of relative error in energy is achieved by ODE113 
rather than ODE23 for the Sun-Earth system. From Fig. 5(d), we observe for the Sun-Mars system that 
the best observed accuracy in terms of relative error in energy is again achieved by ODE113. As for 
Terretrial planets, we repeated the same sets of experiments and observe a similar behavior for the 
relative error in angular momentum.  
 Now we consider the efficiency of the ODE solvers discussed in this paper in terms of the amount of 
work done to attain a given accuracy. One way of observing the amount of work is to count the number of 
function evaluations against the maximum global error in position. Table 1 shows the number of function 
evaluations against the least maximum global error in position for the ODE45, ODE23 and ODE113 
integrators with tolerance of 10−12 and time-step π/2. 
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Fig. 5. The relative error in energy using ODE23, ODE45 and ODE113 integrators applied to the Sun-Mercury, 
Sun-Venus, Sun-Earth, and Sun-Mars system over the orbital time period of each Terrestrial planet. 
 

 For the Sun-Mercury system, the integrator ODE23 is approximately 25.4 times more expensive than 
ODE45 and the integrator ODE45 is approximately 9.13 times more expensive than ODE113. For the 
Sun-Venus system, the integrator ODE23 is approximately 22.5 times more expensive than ODE45 and 
the integrator ODE45 is approximately 14.2 times more expensive than ODE113 integrator. For the Sun-
Earth system, the integrator ODE23 is approximately 22.6 times more expensive than ODE45 and the 
integrator ODE45 is approximately 13.9 times more expensive than ODE113. Whereas, the integrator 
ODE23 is approximately 23.6 times more expensive than ODE45 and the integrator ODE45 is 
approximately 11.4 times more expensive than ODE113 for the Sun-Mars system. Overall, we observe 
that the ODE113 integrator takes the least number of function evaluations for each Terrestrial planet and 
the ODE23 is the most expensive ODE solver, because it takes the most number of function evaluations. 
 

Table 1.  Number of function evaluations against least maximum global error in position for ODE23, 
ODE45 and ODE113 integrators at ℎ = 𝜋𝜋/2 and tolerance =  10−12over the orbital time period of each 
Terrestrial planet. 

Solvers Mercury Venus Earth Mars 

ODE23 995641 2258569 3688531 7180777 

ODE45 39223 100375 163087 304303 

ODE113 3966 7061 11679 26735 
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5. CONCLUSIONS 
The main purpose of this paper was to observe the accuracy and efficiency of different ODE solvers 
applied to the real world problems involving the Sun and the Terrestrial planets. The simulations were 
performed over one orbital period of each of Terrestrial planet. For these simulations, we performed 
numerical experiments using three ODE integrators ODE23, ODE45, and ODE113 for the 𝑇𝑇𝑇𝑇𝑇𝑇 =
[10−12 − 10−4]. We observed that when the tolerance is increased, the maximum global error in position 
is increased. We also observed that these ODE solvers are more accurate when the time-step is large at 
tolerance 10−12. For the given range of tolerances from 10−12 to 10−4, and time-steps from π/16 to π/2, 
we observed that for the Sun-Mercury system the integrator ODE45 achieves the best observed accuracy. 
The ODE45 integrator has achieved approximately 45% and 65% better accuracy than ODE23 and 
ODE113, respectively. For the Sun-Venus system, we observed that the integrator ODE113 achieves the 
best observed accuracy. The ODE113 integrator achieved approximately 95% and 97% better accuracy 
than ODE45 and ODE23, respectively. We observed that the integrator ODE23 achieves the best 
observed accuracy for the Sun-Earth system. The ODE23 integrator achieved approximately 0.49% and 
0.89% better accuracy than ODE45 and ODE113, respectively. Finally we observed the results for the 
Sun-Mars system that the integrator ODE113 achieves the best observed accuracy. The ODE113 
integrator achieved approximately 43% and 63% better accuracy than ODE45 and ODE23, respectively.  
 We also analyzed the efficiency of the ODE solvers discussed in this paper by counting the number of 
function evaluations against the least maximum global error in position for Terrestrial planets. We 
observed that the best observed accuracy attained by the integrator ODE45 for the Sun-Mercury system 
uses approximately  9.13 times more function evaluations than ODE113 and approximately 25.4 times 
less function evaluations than ODE23. The best observed accuracy attained by the integrator ODE113 for 
the Sun-Venus system uses approximately 14.2 times less function evaluations than ODE45 and 
approximately 319.9 times less function evaluations than ODE23. For the Sun-Earth system, the best 
observed accuracy attained by the integrator ODE23 uses approximately 22.6 times more function 
evaluations than ODE45 and approximately 315.8 times more function evaluations than ODE113. For the 
Sun-Mars system, the best accuracy attained by the integrator ODE113 uses approximately 11.5 times 
less function evaluations than ODE45 and approximately 268.6 times less function evaluations than 
ODE23. 
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Abstract: The progress of numerical techniques for scalar and one dimensional Euler equation has been a 
great interest of researchers in the field of CFD for decades. In 1986, Harten developed a high resolution 
and efficient large time step (LTS) explicit scheme for scalar problems. Computation of nonlinear wave 
equation depicts that Harten’s LTS scheme is a high resolution and efficient scheme. However, 
computations of hyperbolic conservation laws show some spurious oscillations in the vicinities of 
discontinuities for larger values of CFL. Zhan Sen Qian investigated this issue and suggested to perform the 
inverse characteristic transformations by using the local right eigenvector matrix at each cell interface 
location to overcome these spurious oscillations. Harten and Qian both used Roe’s approximate Riemann 
solver which has less artificial viscosity than exact method at sonic points. The reduced artificial viscosity 
reduces the accuracy of Roe's method at sonic points. Roe's approximate Riemann solver cannot capture the 
finite spread of expansion fans due to the inadequate artificial viscosity at expansive sonic points. As a 
consequence of this expansion shocks that are nonphysical may occur. The existence of the expansion 
shock is said to violate the entropy condition. A variety of entropy fix formulae for Roe scheme have been 
addressed in the literature. In present work large time step total variation diminishing (LTS TVD) scheme 
developed by Harten and improved by Qian have been tested with different entropy fix and its effect has 
been investigated. Computed results are analyzed for merits and shortcomings of different entropy fix with 
large time step schemes. 

 
Keywords: CFL restriction, explicit scheme, inverse shock, Shock tube problem, SOD, TVD scheme, 1D 
Euler equation 

 

1. INTRODUCTION 
The transient 1D Euler equation is hyperbolic, no matter whether the flow is locally subsonic or 
supersonic. The marching direction for 1D Euler equation is the time direction. Methods to solve 
hyperbolic system of equations are primarily derived for non-linear wave equation and then implemented 
on hyperbolic system of equations. Lax in 1954, modified Euler’s Forward Time Central Space (FTCS) 
method and presented first-order accurate method to solve nonlinear wave equation. Lax method is stable 
for Courant-Friedrichs-Lewy (CFL) condition less than 1 and predicts the location of moving 
discontinuity correctly [1-2]. This method is very dissipative and smears discontinuities over several 
mesh points and become worse as CFL decreases. Lax-Wendroff proposed a second-order accurate 
method for non-linear wave equation. His method sharply defined discontinuity and also stable for CFL 
less than 1 but produce undesirable oscillations when discontinuities are encountered. Similar to Lax 
method quality of results computed by Lax-Wendroff method degrade as CFL decrease. 
 Lax and Lax-Wendroff central finite difference schemes are stable and converge if flow field is 
sufficiently smooth but produce unwanted oscillations when discontinuities are met. It is due to the fact 
that series expansion for obtaining a difference approximation is only valid for continuous functions and  
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has continuous derivatives at least through the order of difference approximation [1] [3]. Godunov 
recognized this deficiency and proposed a finite volume scheme instead of a finite difference scheme to 
avoid the need of differentiability. He used exact Riemann problem solution for evaluating the flux term 
at the cell interface. Computation of nonlinear wave equation is easily accomplished by using Godunov 
method but this method is very inefficient and take long time when applied to system of equations [4-6]. 
To overcome this problem Roe suggested solving linear problem instead of actual nonlinear problem [7]. 
Roe’s approximate Riemann solver is efficient but cannot distinguish between expansion shock and 
compression shock. This is due to the violation of entropy condition and hence expansion shocks that are 
nonphysical may occur in computed results [8-9]. A number of entropy fix have been recommended in 
literature to overcome this problem. Roe’s  upwind approximate Riemann solver capture physics in more 
appropriate way than Lax and Lax-Wendroff central schemes but is only first order accurate. Like second 
order central methods, higher order upwind methods have the same deficiencies and produce undesirable 
oscillations when discontinuities are encountered [9-10]. 
 Harten introduced the concept of Total Variation Diminishing (TVD) scheme. TVD schemes are 
monotonicity preserving schemes and therefore it must not create local extrema and the value of an 
existing local minimum must be non-decreasing and that of a local maximum must be non-increasing [10-
12]. He worked on non-oscillatory first order accurate scheme and modified its flux function to obtain a 
second order accurate TVD explicit difference schemes for scalar and system of hyperbolic conservation 
laws. Numerical dissipation terms in TVD methods are nonlinear. The quantity varies from one grid point 
to another and usually consists of automatic feedback mechanisms to control the amount of numerical 
dissipation. After this break through a number of TVD scheme have been proposed and discussed in 
literature [13-17]. 
 Stability criteria for explicit formulation limits time stepping and thus increase computational cost. 
Similar to previously discussed schemes, explicit formulation of Harten and other TVD schemes are also 
stable only for CFL less than 1. It is a challenging task to develop an explicit scheme which is stable for 
higher values of CFL number. In literature this kind of schemes are known as large time step (LTS) 
schemes and an active field of research for last three decades. Leveque described a method for 
approximating nonlinear interactions linearly which allows Godunov’s method to be applied with 
arbitrarily large time steps [18-19]. Harten extended Leveque work and proposed second-order accurate 
LTS TVD explicit schemes for the computation of hyperbolic conservation laws. Computation of 
nonlinear wave equation depicts that Harten’s LTS scheme is a high resolution and efficient scheme [20]. 
However, computation of system of hyperbolic conservation laws show some spurious oscillations in the 
vicinities of discontinuities when CFL > 1. Zhan Sen Qian worked on Harten LTS TVD scheme and 
observed that these spurious oscillations are due to the numerical formulation of the characteristic 
transformation used by Harten for extending the method for hyperbolic conservation laws [21-23]. Zhan 
Sen Qian showed that if the inverse characteristic transformations are performed by using the local right 
eigenvector matrix at each cell interface location then these spurious oscillations are eliminated. His 
computations for shock tube problem confirm that the modified large time step total variation diminishing 
(MLTS TVD) scheme eliminate spurious oscillations for system of hyperbolic conservation laws without 
increasing the entropy fixing parameter.  
 Harten and Qian both used Roe’s approximate Riemann solver which has less artificial viscosity than 
exact method at sonic points. Roe's approximate Riemann solver differs from Godunov's exact Riemann 
solver only at sonic points. Roe's method has less artificial viscosity than Godunov's method at sonic 
points. The reduced artificial viscosity reduces the accuracy of Roe's method at sonic points. Roe's 
approximate Riemann solver cannot capture the finite spread of expansion fans due to the inadequate 
artificial viscosity at expansive sonic points. As a consequence of this is that expansion shocks that are 
nonphysical may occur [7-8]. This nonphysical behavior is due to the fact that the scheme cannot 
distinguish between an expansion shock and a compression shock. Each is a valid solution for this 
formulation. The existence of the expansion shock is said to violate the entropy condition. In order to 
make this scheme to satisfy the entropy condition it must be properly modified, such a correction is 
usually designated as entropy fix. A variety of entropy fix formulae for the Roe scheme have been 
addressed in the literature. Most famous are due to Harten-Hyman and Hoffmann-Chiang [9-11]. 
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 In present work large time step scheme [22] behavior with different entropy fix has been investigated. 
Computed results are analyzed for merits and shortcomings of different entropy fix with large time step 
schemes. Shock tube problem is used for validation purpose. Reasons of attraction in this test case are 
availability of analytical solution and at the same time presence of complex flow features namely, 
expansion, shock wave, and contact discontinuities.  

 
2. NUMERICAL METHOD 
1D Euler equation in conservation form is used in present study. Detail about governing equations and 
numerical method is given below:  
∂U
∂t

+ ∂F
∂x
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equation (1) in numerical flux form can be written as: 
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 The numerical flux for Qian’s modified LTS TVD is given by: 
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 Mathematical expressions of coefficient of numerical viscosity proposed by Roe, Lax-Wendroff and 
Harten are given in equations 17 to 20 respectively.  
ψ(v) = |v|                                                                               (17) 
ψ(v) = v2                                                                                (18) 
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Table 1 shows the expressions for coefficient functions Cl (x) which were obtained after putting different 
values of K in equation 11. 
 
Table 1. Cl (x) at different K. 

K            𝐂𝐂𝟏𝟏      𝐂𝐂𝟐𝟐 𝐂𝐂𝟑𝟑 
2      x2   

3      x2(3 − x) x3  

4     x2(6 − 4x + x2) 2x3(2 − x) x4 
 
 

3. TEST CASE DESCRIPTION 
Shock tube problem is used for validation purpose. SOD and Inverse Shock boundary conditions are used 
(Table 2). The size of computational domain is 0 ≤ 𝑥𝑥 ≤ 1 and number of grid points are 1000. Entropy 
fix parameter ε is taken 0.1 while minmod limiter is used for all computations. Initial discontinuity 
centered on 𝑥𝑥 = 𝑥𝑥𝑜𝑜 and 𝑡𝑡 = 0 has following conditions:  

𝑈𝑈(𝑥𝑥, 𝑡𝑡) = �𝑈𝑈𝐿𝐿 , 𝑥𝑥 < 𝑥𝑥𝑜𝑜
𝑈𝑈𝑅𝑅 , 𝑥𝑥 ≥ 𝑥𝑥𝑜𝑜

            where, xo=0.5 

 
Table 2. Boundary conditions for SOD and Inverse Shock cases. 

Boundary conditions 𝐩𝐩𝐑𝐑  𝛒𝛒𝐑𝐑 𝐯𝐯𝐑𝐑 𝐩𝐩𝐋𝐋  𝛒𝛒𝐋𝐋 𝐯𝐯𝐋𝐋 

SOD 0.1 0.125 0.0 1.0 1.0 0.0 

Inverse Shock 1.0 1.0 5.91608 29.0 5.0 1.183206 
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4. RESULTS AND DISCUSSION 
In present work, Qian MLTS TVD scheme presented in equation (6) is studied with different entropy fix 
functions. Shock tube problem for SOD and Inverse Shock boundary conditions are solved to investigate 
the performance and behavior of MLTS TVD scheme with different entropy fix in the regions of 
expansion fan, discontinuities and strong shock waves. 
 The physical time for the flow processes are 0.15 and 0.05sec for SOD and Inverse Shock cases 
respectively. Simulations are carried out on Intel(R) Core(TM) 2, CPU @ 2.13 GHz, 2 GB RAM.  
 Fig. 1 to Fig. 5 show the density profile for SOD boundary conditions. Fig. 1 shows whole domain 
while Fig. 2 to Fig. 5 focus on start of expansion, end of expansion, contact, and shock regions 
respectively. Fig. 2 depicts that for lower values of CFL (0.9 and 1.9) the result with different entropy fix 
at the start of expansion fan is similar while for larger values of CFL (2.9 and 3.9) the result with entropy 
fix presented in equation 20 produces less dissipation. At the end of expansion fan minor oscillation is 
observed for equation 18 and equation 20, these oscillations grow up as K value increase, see Fig. 3(d). 
Results with entropy fix presented in equation 17 and 19 are more accurate as compare to other at the end 
of expansion fan location.  
 Investigation of Fig. 4 and Fig. 5 shows that the resolution for the contact discontinuity is captured 
worse than the shock wave for different entropy fix. The shock wave is a compressive wave and the 
characteristic lines are convergent so the dissipation near to the shock wave is controlled in a small level 
in the time marching steps. Near the contact wave the discrepancy of analytical and numerical results are 
worse for all entropy fix. Reason behind this is the fact that the contact discontinuity is a kind of linear 
wave in the theory of the hyperbolic conservation laws and the characteristic lines are parallel to each 
other so the dissipation can not be restrained. During the time marching step the dissipation is 
accumulated and the contact wave may span more and more grid points. Fig. 4 depicts that for lower 
values of CFL (0.9 and 1.9) the result with different entropy fix at contact is similar. For larger values of 
CFL (2.9 and 3.9) the result with entropy fix presented in equation 17 and equation 19 produces less 
dissipation and is non oscillatory while other two entropy fix produce oscillations.  
 Fig. 5 shows that for lower values of CFL (0.9 and 1.9) the result with different entropy fix at shock 
is similar. For larger values of CFL (2.9 and 3.9) the result with entropy fix presented in equation 18 and 
equation 20 produces less dissipation. Results near shock are oscillation free for all entropy fix used in 
present study. Fig. 6 to Fig. 10 show the density profile for Inverse Shock boundary conditions. Fig. 6 
shows whole domain while Fig. 7 to Fig. 10 focus on start of expansion, end of expansion, contact, and 
shock regions, respectively. Fig. 6 depicts that for equations 17, 18 and 20 schemes does not have 
sufficient artificial viscosity for all CFL values and therefore nonphysical expansion shock is available in 
the result. This nonphysical behavior is due to the fact that the scheme with equations 17, 18 and 20 
entropy fix cannot distinguish between an expansion shock and a compression shock. Both are valid 
result for this formulation.  
 Although scheme with entropy fix presented in equation 20 provide good result for smaller values of 
CFL however for larger CFL values (CFL = 3.9) this scheme become unstable and after some iteration 
it’s blown up. Same is happened with scheme using entropy fix presented in equation 18. Schemes with 
entropy fix presented in equation 17 and equation 19 are found to be stable for all CFL values 
investigated in present studies.  
 It has been explored from Fig. 6 to Fig. 10 that scheme with entropy fix presented in equation 17 does 
not have sufficient artificial viscosity and produce nonphysical expansion shock for all CFL values 
investigated in present studies. Therefore scheme with entropy fix presented in equation 19 only produces 
real results without nonphysical expansion shock and stability issues.   
 It is summarized that for simple cases all entropy fix provide physical results with minor oscillation 
and dissipation issues for all CFL values investigated in present studies. However for complex test cases, 
like inverse shock boundary condition, only Harten’s derived entropy fix (equation 19) is stable and 
depict physical behavior precisely for LTS TVD.  
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     Fig. 1. Overall density profile, SOD case.                                    Fig. 2. Start of expansion, SOD case. 
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         Fig. 3. End of expansion, SOD case.                                   Fig. 4. Contact region, SOD case. 
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    Fig. 5. Shock region, SOD case.                                                 Fig. 6. Overall profiles, inverse shock. Case. 
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Fig. 7. Start of expansion, inverse shock case.                  Fig 8: End of expansion, inverse shock case. 
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Fig. 9: Contact region, inverse shock case.                                Fig. 10. Shock region, inverse shock case. 
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5. CONCLUSIONS 
In present work LTS TVD scheme developed by Harten and improved by Qian have been investigated for 
different entropy fix conditions. Computed results are analyzed for merits and shortcomings of different 
entropy fix with large time step schemes. Shock tube problem is used for validation purpose. It is 
concluded that for simple cases all entropy fix provide physical results with minor oscillation and 
dissipation issues for all CFL values investigated in present studies. However for complex test cases, like 
inverse shock boundary condition, only Harten’s derived entropy fix is stable and depicts physical 
behavior precisely for LTS TVD.  

In the present work the numerical results were computed for 1D shock tube problem only. Similar 
studies must be pursued for more complex 2D and 3D flows in future. Large time step scheme behavior 
with different entropy fix for various Eigen vector matrix and flux limiter should also be investigated. 

NOMENCLATURE 

A inviscid flux jacobion matrix 
Cl (x) coefficient functions 
Ck (v) entropy fixing function 
E total energy 
F physical flux 
K CFL restriction parameter 
R eigen vector matrix 
R-1 inverse eigen vector matrix 
U conservative variable vector 
a characteristic speed 
c speed of sound 
f numerical flux 
g flux correction 
ğ limiter function 
i grid points 
k characteristic  direction 
m number of eigen values 
 
 

n number of time steps taken   
p pressure 
t time 
∆t time step 
u velocity in x-direction 
v local CFL number 
x axial distance  
∆x grid spacing 
α characteristic variable 
β numerical characteristic speed  
ε  entropy fix parameter  
Φ numerical dissipation term  
γ ratio of specific heat 
λ mesh ratio  
µ CFL parameter 
ρ density 
σ  limiter function parameter 
ψ entropy correction function 
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