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Abstract: The present paper deals with some geometric classes of analytic functions, such as starlike,
convex and bounded turning property in a complex domain. These classes are defined by a new linear
operator in the normalized space of analytic functions. The linear operator is introduced by a convolution of
Szego function involving parametric coefficients type Laguerre polynomial, with the normalized function.
Sufficient conditions on this operator are illustrated to study the geometric properties. Our tool is based on
some recent results in this direction. The main strategy for this work is to provide parametric functional
inequalities in the open unit disk.
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1. INTRODUCTION

Special function is a major topic in classical analysis which deals with class of mathematical functions
and that may arise in the solution of various classical problems of some branch of mathematics and
mathematical physics. In particular, most special functions are considered as a function of a complex
variable. An intricate special function can be expressed in terms of simpler function and the simplest way
to assess a function is to expand it by a Taylor series.

Further, special functions have proven their eligibility in associated with an analytic function via
convolution technique (or Hadamard product) to define, prove, represent and extend several types of
operators, here we suggest a number of the well-known and recent linear operators defined according to
special function (see [1-5]). Hohlov [6] derived sufficient conditions that guarantee such mappings for the
operator defined by means of the Hadamard product with the Gauss hypergeometric function. Carlson and
Shaffer [7] adopted the incomplete beta function to define a linear operator, which has been widely used
in the space of analytic and univalent functions in the open unit disk U (see [8]). After more decades
Dzoik and Srivastava [9] investigated a convolution linear operator which has been formulated in terms of
the generalized hypergeometric function. Several interesting properties and characteristics of the Dziok—
Srivastava operator are derived (see [10], [20]). Following, by interesting related work, Srivastava [11]
determined also, another extension covering the Wright function which is known as Srivastava-Wright
operator (see [12]). Recently, in Srivastava and Attiya [13] defined an integral operator in terms of
convolution with Hurwitz—Lerch Zeta function and studied some differential subordination results
associated with the operator. It is worth mentioning that, Srivastava-Attiya operator is a generalized of
many operators.
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Ibrahim [14] introduced a linear operator for analytic functions derived by using the basic
hypergeometric series, also investigated some applications of differential subordinate on Jack’s lemma.

The paper is organized as follows:Section 2 revisesa new linear operator in the normalized space of
analytic functions is defined .The linear operator is introduced by a convolution of Szego function
involving parametric coefficients type Laguerre polynomial, with the normalized function. Further, some
geometric classes of analytic functions, such as starlike, convex and bounded turning property in a
complex domain are investigated in Section 3. These classes are sufficient conditions on this operator are
illustrated to study the geometric properties. Our method is based on some recent results in this direction.
The main strategy of this work is to provide parametric functional inequalities in the open unit disk.

2. PRELIMINARIES

Let A denote the class of functions of the form

f(2 =Z+Zakzk =z+ayz%+ azz3-, a, =1 (1)
k=2

which are analytic in the open unit disk U := {z € C: |z| < 1} normalized by f(0) =1—f(0) =0, and
let S be the subclass of the A of the univalent functions in U. Further, a function f(z) € § is said to
be starlike and convex, if their geometric condition satisfies

m{%bo and m{1+sz,'—('z()z)}>o,

respectively, these subclasses of § are denoted by §* and K. The convolution (or Hadamard product),
between two analytic functions, function of the form (1) and g(z) = z + i, bxz* in U, is defined by

F@) =2+ ) abez* = (g*N@. @
k=2

A function of bounded turning B if it satisfies the inequality
R{f'(2)}> 0, zel.
We begin our current consideration by recalling that a generating function of the associated Laguerre

polynomials G (b, 1, z) defined by Szego [15].

[oe]

G(b,1,2) = (1 —2z) b-lel-72/1-2) = Z 1" (D)2, zelU (3)
k=0

(beC\{-1,-2,..}; Rb)>1, 1e R; |z|]| <1)

where Lgcb) (t) is the form of generalized Laguerre polynomials of degree k on the interval (0, o), is given
by

k .

BN _ k+ b\ (—7)' _

L (T)—Z(k_i)T, k=01,..
i=0

b (1) (50 (50 -C 1 ) 2
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Xy . . . . .
where ( #) is the generalized binomial coefficient

(O() _ (< +1)
W r(u+1Dr(ec —p+1)
Now, for f € A, b € C\{—1,-2,...}and 7 € R, let define the function A(b,t,z) by
G, 1, 2)
Ab,T,2) = ——, z€eU
(b1,2) = "2 (zeD)

where

1) = (141-b)_(1?)-b)”t 0,

We proceed to define a linear operator gf tA > A by
G2 f(2) = Ab,7,2) * f(2),
(feA z€eU; 7€ R;beC\{-1,-2,..})
by the following Hadamard product (2), we obtain

GHf@ =2+ ) 0@zt (e),
k=2

where

b
LY (@)
b 1]
L ()

Qp i (1) = L(lb) (r) #0.

Remark 2.1: From (7) and (8), we have
G f @) = lim{G? f ()}

It is clear that

Gf@ =2+ ) azt =f() and  GEf@) = 2(1-2)
k=2

Using the relation (7), we obtain

2(G f @) = bGP f (@) — (b~ DGE f (),

and

Go(zf' @) =2(60 f @)

Our aim is to study the operator (7) in view of the geometric function theory, by introducing some

conditions on €, ;. (7). For this purpose we need, the following results.

259

)

(6)

()

®)

©)

(10)

Theorem 2.2: (Nunokawa [16]) . If f(z) is analytic function in A, satisfies |f"(z)| < 1, (z € U), then

f(z) €S.

Theorem 2.3: (Mocanu [17]) . If f(z) is analytic function defined by (1) and satisfies
'@ -1 <2 ew),
then f(z) belongsto S.

(11
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3. RESULTS

In this section, we concentrate on some results for coefficient of f(z) to be in the class § and for
related classes.

Theorem 3.1: Let 0 < 1< 1 and R(b) > 1.If G? f(z) € A such that

b—1
lag| < PEREDk k=2

Then f(z) €.

Proof: Our aim to apply Theorem 2.2. It is well-known that, when 0 < 7 < 1, the polynomial Lgcb) (D)
takes its maximality at T =0 forall k =2 and R(b) > 1, such that

b

4O ey

Consequently, we obtain
|k (D)] < K2, R(b) > 1.

By the definition of G2 f(z), we have the following assertion:

162 FI) < ) kk = Dlayl |2, (D)
k=2

S2k2+b|ak|
k=2
1
1+ 5

k=2

<(b-1)

=(b—-1)7(b), R(D) -1,
where {(b) is denoted the Riemann zeta function (( (¢) = Z,‘:;l% ,) (see [18]). But
}Ji_r;q(b -1 =1.

Thus, b f(z)]"| <1, ie. GPf(2)€ES.

Theorem 3.2: Let 0 < 1< 1 and R(b) > 1.If G? f(z) € A such that
J(k)—1

|ak|Sw. k=2

where ¢(k) > 1 is denoted the Riemann zeta function, then G2 f(2) € S.
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Proof: Since

|62 FDT"| < ) k(k = Dlay! |0 (D]

<

M I

k2+b |ak|

N

) -1

<
k

=1-6 <1,

M

=

=2

where § = 0.57721 ... is Euler's constant. Hence, this indicates that G2 f(z) € S.

Theorem 3.3: Let 0 < 7 <1 and R(b) > 1.If G f(2) € A such that
{(k)—1

|ag| SW,

k=2 ({(k)>1,
where {(k) is denoted the Riemann zeta function, then G? f(z) € §. Moreover, G? f(z) € B.
Proof: Since

|62 @1 < ) ke = Dlag] Qi (7))

s IMs TDMs

Hence, this refers to G2 f(z) € S. To prove that G2 f(z) € B it is sufficient to show that
| [62 f(2)]'| > 0.

162 FOI| =1+ ) ke lael |9, (07|
k=2

> 1—Zk1+b|a |
k=2
- 1_2((k)—1
K
k=2
=5>0

This completes the proof.

Theorem 3.4:Let 0 < 1 <1 and R(b) > 1.If G? f(z) € A such that

((2k) -1

|ak|SW, k=2 ((k)>1,
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where ((2k) is refereed the Riemann zeta function, then G? f(z) € S.

Proof: Since

8

162 FI) < D kk = Dlagl |2, D)
k=2

Zk2+b|a I

{2k -1 1
= ZT—€<1,
k=2

8

Hence, this refers to G2 f(z) € S.

Theorem 3.5:Let 0 < 1 <1 and R(b) > 1.If G? f(z) € A such that
(k-1)—1

lax| < k= Dki*b

where ((2k) is refereed the Riemann zeta function, then G? f(z) € S.

k=2 ((k)>1,

Proof: Our aim is to apply Theorem 2.3. Since

Z k A Qp i ()
k=2

[oe]

Szk1+b|ak|

k=2

LV -1
L k-1

[ee)

< Z k |ak||Qb,k(T)|
k=2

Consequently, we obtain

G2 f(2)] —1] <Z€(2k) —1 =log2 = 0.30102 .. <@ = 0.8944.

Thus, G2 f(z) € S.

Next, we illustrate some geometric properties of the operator G2 f(z) to be starlike and convex. For
this purpose, we recall that the function belongs to §*(8), 0 < B < 1, if it achieves the inequality (see
[19]).

f(2) 1 < 1
zf'(z) 2Bl 28

Moreover, the functionf is in the class k(8), 0 < f < 1ifand onlyif z f' € $*(B). We have the
following results:

Theorem 3.6: Let GP f(z) € A, T€(0,1) and R(b) > 1.If B € (O'%) and

b+1 <
Zk |a""ZHZﬁ
k=2 k=2

Then, G? f(z) € $*(B).
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Proof: By the assumption of the theorem, we have the following conclusion:

G2 r) 1 | _| gt f@]
2687 @] 28] T gt F@T

14+ X5, kP layl
1= Y, kPt ay

14+ X7, kP ay|
ST X, K

1
<—.
2p
This yields that G2 f(z) € S*, 0 < < 1/2.

Theorem 3.7: Let GL f(z) € A, T € (0,1) and R(b) > 1.If B € (0' %) and

kb+2 <
Z layl = 14+2p
k=2 k=2

then G? f(2) € K ().

Proof: By the assumption of the theorem, we have the following assertion:

z |67 f(2)]
z(z[G2 F@])

14+ X7, kP ay|
S TS, k2]

z[G2 f(2)] _L| 3
z(z[62 f@]) 28] ~

1+ X0, kP2 ay
T 1-Y2, kP*2ay|

IA

1
2B
This implies that G2 f(z) e K(B), 0<p < 1/2.

Theorem 3.8: Let G2 f(z) € A, T€(0,1)and R(b) > 1.1f B € (0’ z) and

lax| < Py

then G7 f(2) € S*(B).

Proof: To show that the operator G2 f(z) € $*(B), we conclude

263
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z[G? f(2)] 1 < 14+ Yo kP ay|

z(z[G2 F@D]) T2 T 1 X, kP

1 1
1 +Zloco=2F 2 +Z’O‘O=1F
< <

- 1 — 1
1-Yk=270 2~ 2k=130

244(0) 3/2 3 1
<3=tw0  s52-5 ‘O©=-3
1
< —
<3

This yields that G2 f(z) € S*(8), 0<pB < 5/6.

Theorem 3.9: Let G2 f(z) € A, T€(0,1)and R(b) > 1.1f B € (0’ z) and
lag| < )

Then, G7 f(z) € K(B).

Proof: To prove that the operator G2 f(z) € K(8), we conclude

z[G? f(2)] 1 1+ Yo kP*2|ay|

z(Z[GEfF@]) 28] T 1-Zp, kP ?ayl

1 1

- 1+Z,i°:2§ - 2+Zli°:1ﬁ
= 1 = 1
1‘21?:2@ 2‘21?:1@

2+3(0) 3/2 3 1
<250 572" 5 $©=73
1
<—.
<77

This gives that G2 f(z) € X(B), 0< [ <5/6.

-
Theorem 3.10: Let G2 f(2) € A, € (0,1) and R(b) > L.1f f € (0, %) ~ (0,0.05) and
1
|ak| < kb+3 )

Then, G? f(z) € $*(B).
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Proof: To demonstrate that the operator G2 f(z) € $*(), we conclude

216 f@] 1| _ 143k
z(z[62 f@]) 2B T 1-ERa k" axl
w 1
1+ Yk=23z
S T ve L
1_Zk:2ﬁ
w 1
2+ Ykt177
w 1
Z_Zk:1ﬁ

2 +4(2) w2
3—2_5(2): ((@—Z

IA

1
<

<37

This gives that G2 f(z) € $*(B), 0 < < 0.05.

Theorem 3.11: Let G2 f(2) € A, T€ (0,1) and R(b) > 1.1 B e (o, ngz‘—fnz)) ~ (0,0.05) and

lag| < P

Then, G2 f(z) € K(B).

Proof: To show that the operator G2 f(z) € K (), we conclude
z[G? f(2)] 1 < 1+ N, kP42 ay |
z(z[G2 fD]) 2B T 1-ERo k" |axl
1+ Z?:zk_lz
1- Zz?:zkiz
2+ Zi?=1k_1z
230, =
2+7(2)
= m;

<

IA

7.[2
{(2) = 3

1
<—.
2p
This gives that G2 f(z) € X(B), 0< B < 0.05.

Theorem 3.12: Let GP f(z) € A, T € (0,1)and R(b) > 1.If B € (0' %) and

la,| < P

Then, G7 f(2) € S*(B).
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Proof: To show that the operator G2 f(z) € $*(B), we conclude
z[G? f(2)] 1 < 1+ N, kP4 ay |
z(z[G2 F@)]) 2B T 1-XR kPt al
1+ Zf:zk_lg
1- Zl?=2kis
2+ Z}?ﬂk%
2-3E,
2+4(3
32—25’

IA

7(3) =12

1

<

2p

This gives that G2 f(z) € $*(B), 0<f < 1/8.

Theorem 3.13: Let G2 f(2) € A, 7€ (0,1) and R(b) > L1f f € (0,3) and
|ak| S WI

Then, G2 f(z) € K(B).

Proof: To show that the operator G2 f(z) € $*(B), we conclude

z[G? f(2)] i < 1+ X5, kP 2ay|
T 1= Y, kb2 ay|

z(z[6E F(2)]) 28
1+ Z?:zk_lg

1
1-Ykza3s

IA

2"‘21?:1,%3
< T aw 1
Z_Zk:1ﬁ
2+4+7(3) _
< m, (3)=12

<L
<75
This gives that G2 f(z) € X(B), 0< B < 1/8.

4. CONCLUSIONS

We defined a new linear operator in terms of the generating function of the Laguerre polynomials. The
method is concluded by Hadamard product. Based on this operator, we defined new classes of parametric
coefficients in the open unit disk. Different studies have been illustrated, involving the geometric
properties of these classes. We conclude that the best upper bound of these classes is determined by the

Riemann zeta function.
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