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Abstract: In this paper we proposed a fuzzy method based on dark channel prior to enhance the visibility of images 
that are degraded by fog or haze. In order to improve the perceptual visibility of RGB images, we modified the dark 
channel prior through fuzzy logic. The dark channel prior significantly measures the statistical estimation of haze-free 
outdoor images. It is based on fact that in haze free images most patches include pixels which have very low intensity 
in channel that is effective in estimation of thickness of haze and is capable to recover high quality haze-free images. 
We applied fuzzy logic with dark channel prior for computing probabilistic values other than lowest pixel intensity 
values among channels of images. Our experimental finding reveals that proposed method for restoration of foggy 
images using fuzzy logic along with atmospheric light, transmission map, and scene radiance effectively recovers 
the original fog free image. To further enhance the image perceptual quality, the guided filter was applied on the 
resultant fog free images for edge smoothing and noise removal. For performance evaluation of proposed method, we 
used Realistic Single Image De-hazing (RESIDE) dataset consisting of foggy images of different haze density.  We 
introduce proposed scheme by combining the fuzzy logic with dark channel prior and demonstrate that the proposed 
method is capable to estimate the corresponding fog function which is significant for fog removal, improve image 
visibility, and increase user safety.

Keywords: Dark Channel Prior, Fuzzy Logic, Guided Filter, Transmission map, Air-Light, Realistic Single Image 
De-hazing (RESIDE). 

1.  INTRODUCTION 

The exponential growths of the industrial sector in 
the last few decades have revolutionized our daily 
lives. However, we have also witness the rise of 
smog problem specifically in the industrial area 
around the globe that creates the problem of low 
visibility for air and land travellers. The reduction in 
light visibility and contrast has a significant impact 
on driver’s safety as this can cause serious accidents 
that can ultimately cost human lives. Haze removal 
can produce depth information and promote several 
vision-based algorithms and advanced image 

editing tools [1-5]. However, removing haze from 
image is a challenging task due to its dependency 
on the unknown depth information. The area of 
haze detection and visibility estimation in foggy 
conditions has been heavily explored in research 
to improve the visibility of images with lower 
computational cost. N. S. Pal [6] proposed a simple 
technique for re-moving fog by using L0 Gradient 
Minimization Filter to eliminate the halos but at the 
expense of higher computational cost. To overcome 
this limitation, Gu et al. [7] used the average 
saturated prior (ASP) technique to directly estimate 
the atmospheric scene and recover hazy images. 



This method is useful to reduce the computational 
cost; however, it requires complex mathematical 
computation, due to huge range of haze images. 
Histogram equalization [8] can also be used for 
contrast enhancement but due to flattering property 
the brightness of the image is changed. To resolve 
the issue of variation in brightness, a method based 
on bi-histogram equalization was proposed in 
[9, 10] to enhance the contrast of image without 
effecting the brightness. This approach has more 
computational cost as the bi-histogram completely 
depends on edge preserving filtering. Hussain used 
deep neural networks to recover scenes degraded 
by fog [11] for real time haze removal. However, 
this algorithm removes haze in few images and not 
works for some of the scenes clearly. A method 
based on integrating Principal Component Analysis 
(PCA), Multi-Scale Retinex (MSR) and Glob-al 
Histogram Equalization (GHE) was proposed in 
[12-13]. This method can efficiently eliminate the 
image degradation in foggy weather and improves 
image sharpness. A new optical model for hazy 
images was proposed [14] when light transmission 
distribution is unknown and non-convex value of 
transmission is converted into convex by estimation 
of atmospheric light. Further-more multilevel Haze 
wavelet is used for improvement of processing speed 
and exhibits the potential for real time application. 
This method is useful in haze removal but does 
not completely eliminate the haze. Moreover, the 
processing time depends on size of image presented 
for haze removal. To overcome this problem more 
advance technique was presented for de-hazing 
method by reducing retinex model [15]. This model 
utilizes two regularization terms for normalizing 
transmission map and scene radiance and provides 
satisfactory results, nevertheless still images values 
cannot be adjusted adaptively. Moreover, due to 
computational cost it cannot be applied on real 
time de-hazing application. HR-Dehazer method 
[16] is proposed in which encoder and decoder 
network is used for comparison of hazy images 
with clearer version image. After that a perceptual 
loss function is introduced for comparison between 
real and haze free image. This method outperforms 
on many datasets yet the metric used for generation 
of results may promote blurry results as compared 
to sharpness of images.  

Defogging/dehazing solutions relying entirely 
on single images are suggested in [17,18]; however, 

they are not applicable for real time computer 
vision applications. In [19], dark channel prior 
(DCP) was introduced, in which we consider lowest 
intensity among the RGB channel to estimate the 
transmission in hazy images. Furthermore, Matting 
Laplacian matrix and a regularization parameter 
was used to estimate soft matting. The problem 
of this technique [19] is that it only removes the 
fog and is unable to enhance the contrast of the 
image. So there is a need for comprehensive and 
automated method for restoration of images that are 
degraded by fog and can overcome the drawbacks 
of the existing methods for real-time environment. 
Hence, we have merged fuzzy logic in dark channel 
prior method and obtained a better quality image 
with enhanced contrast. The process flow of Dark 
Channel Prior technique is presented in Fig. 1. The 
Dark Channel Prior is used to recover scene radiance 
with the estimation of Air-light and Transmission 
map. The air-light component depends on depth of 
scene which is the distance between object and the 
viewer. Thus, the air-light component should be 
smoothening and its value varies according to the 
scene depth. Due to varying of air-light component 
dark channel prior fails to perform equally on every 
image, as estimation of air light component is 
impossible in brighter regions. Therefore, there is 
a need to develop an effective and efficient method 
to use the fuzzy logic with dark channel prior in a 
simple manner to decrease the time constraint and 
improve the generalization of dark channel prior. To 
address these problems, we have used fuzzy logic 
[20] to provide more effective solution through 
exercising the fuzzy rules and fuzzy membership 
function. By this technique we can easily enhance 
the contrast of images and estimate the refined 
transmission map. The transmission maps are 
high quality image without colour distortion using 
membership value of each pixel of foggy image. 

The main objective of this research work is 
to remove fog and to enhance the contrast of the 
image using fuzzy logic. Firstly, maximum of 
RGB channel is selected by fuzzy logic. The haze 
is estimated through the transmission map. For 
refinement, we have applied the scene radiance 
to obtain haze free image with enhanced contrast. 
The resultant image is then presented to the guided 
filter [21] for edge smoothening. Finally, we have 
obtained the de-hazed image with better contrast 
and preserved edges information. The entire process 
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is shown in Fig 2. We have also developed a custom 
dataset of diverse hazy images for performance 
evaluation. Higher PSNR (peak signal-to-noise 
ratio) and Lower MSE a (mean square error) value 
indicates the effectiveness of our method in contrast 
state-of-the-art methods. 

The rest of paper is organized as follows: 
Section 2 presents the methodology of the 
proposed method in detail. Section 3 provides a 
comprehensive discussion on the results obtained 
from the experiments. Section 4 presents the 
discussion related to proposed method results. 
Finally, Section 5 concludes the proposed method.

2.	 MATERIALS AND METHODS

In this paper we introduce the fuzzy logic based 
dark channel prior for fog removal. Our proposed 
membership functions of fuzzy logic performed 

Fig. 1. Steps Involved in Dark Channel Prior

Fig. 2. Fuzzy Fog Removal Flow Chart.
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inference to replace the maximum pixel value into the 
optimal representation across image channels. Then, 
this modified image is passed towards transmission 
map to estimate the thickness of haze. After fog 
removal we applied post processing operations using 
dark channel prior including light balancing, scene 
radiance and image sharping to enhance the perceptual 
information of image. The proposed dark channel prior 
based on fuzzy logic can be expressed mathematically 
as: 

  ( )     ( )( ( ( ))     (     ( ( ))   (1) 

Where  J x ,  A ,  t x  and  f  represents the image 
scene radiance, atmosphere light, the ratio of 
transmission and fuzzy logic respectively. The first 

component in the right-hand side of Eq. (1)    J x t x is  
called direct attenuation which illustrates the scene 
radiance and its decay in the medium. Whereas, the 

second item   1  A t x is air light component which 
results from the scattered light and leads to the colour 
shift of the scene. 

2.1.   Fuzzy Logic Based Dark Channel Prior 

The dark channel prior assumes that most outdoor 
images consist of low intensity values in one of the 
RGB channel that do not exist in sky. We have selected 
these intensity values by applying the fuzzy logic on 
entire image as depicted in Fig 3. Scanning the image 
pixel by pixel is crucial task to obtain the output of dark 
channel prior. Therefore, we introduce sliding window 
operation in dark channel prior for identification of 
RGB values. Hence analysing the largest RGB values 
within sliding window is effective in image 
enhancement. The four directions chosen in 5x5 sliding 
window region is shown in Fig 4 to represent the pixel 
taking part in computation. Fuzzy theory introduced by 
Zadeh [22] is entirely based on human defined rules for 
fog removal. We designed fuzzy rules considering the 
human perceptual capabilities to perceive colours and 
inference the most suitable RGB value using fuzzy 
logic. We have extracted pixel value of each channel 
(Red, Green, and Blue) from the input image and then 
applied fuzzy rules on these RGB values for 
classification. Our main aim in this step is to classify 
the values of RGB within the range of 0-1 using the 
triangular membership function of fuzzy logic which is 
illustrated as follows:  
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inference to replace the maximum pixel value into 
the optimal representation across image channels. 
Then, this modified image is passed towards 
transmission map to estimate the thickness of haze. 
After fog removal we applied post processing 
operations using dark channel prior including light 
balancing, scene radiance and image sharping to 
enhance the perceptual information of image. The 
proposed dark channel prior based on fuzzy logic 
can be expressed mathematically as:

  I(x)  = J (x) ( f (t (x)) + A(1 - f  (t (x) )           (1)

Where J(x) , (A) , t(x) and  f  represents the image 
scene radiance, atmosphere light, the ratio of 
transmission and fuzzy logic respectively. The first 
component in the right-hand side of Eq. (1) J(x) 
t(x)  is  called direct attenuation which illustrates 
the scene radiance and its decay in the medium. 
Whereas, the second item A (1-t(x)) is air light 
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shown in Fig 5. A membership function is a curve 
that defines how each value in the input space is 
mapped between 0 and 1.

The resultant image obtained after application 
of fuzzy rules will be effective in distinguishing 
among the ambiguous colours of image and improve 
the perceptual quality of image. This entire process 
is depicted in Fig 6. The dark channel of outdoor 
scene using fuzzy system can be expressed as:

 
       d(j,i)=eval f is (min(p), f is)	                        (3)

Where d and p represents dark channel and 
patch and evalfis selects minimum value from the 
image patch and pass these values to the fuzzy 
system that was created earlier and the resultant 
matrix of (m x n) will be stored in the dark channel 
(j, i) for further processing.

2.2   Transmission Map

After application of fuzzy rule, the resultant 
improved dark channelled prior image is passed 
to transmission map.  Transmission map is used to 
detect the presence of haze thickness in an image 
as follows: 

  	  				              (4)

If we remove haze completely from the image, 
then image seems unnatural. To keep natural effect 
of image some haze is sustained in the image. For 
this purpose,  we  introduced a constant w which is 
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the dark channel of normalized image  .         Fig. 
7(b) is the estimated transmission map of input 
image Fig 7(a).

2.3  Refinement Through Fuzzy Transmission

The fuzzy logic was further applied on image to 
refine the transmission map for noise removal and 
image enhancement. For this purpose, we proposed 
an adaptive directional fuzzy median filter and 
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Where a and b represents lower and upper 
limits and c is the middle value obtained as 
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Fig. 3. Fuzzy Inference System for restoration of   day and night foggy images

Fig. 4. 5x5 sliding window.

Fig. 5. Triangular membership function.
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Where a and b represents lower and upper limits 
and c is the middle value obtained as a<c<b. The 
membership function of fuzzy logic is applied to 
transform the pixel values into fuzzy set during 
fuzzification and back to crisp set for de-fuzzification. 
Fuzzy set obtained during fuzzification is used to 
assign the value between 0 and 1 to image pixel. The 
crisp set obtained after defuzzification is used to 
convert the pixel value to 0 or 1 and to identify its 
belonging to relevant set as shown in Fig 5. A 
membership function is a curve that defines how each 
value in the input space is mapped between 0 and 1. 
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 The resultant image obtained after application of 
fuzzy rules will be effective in distinguishing among 
the ambiguous colours of image and improve the 
perceptual quality of image. This entire process is 

depicted in Fig 6. The dark channel of outdoor scene 
using fuzzy system can be expressed as:  
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Where a and b represents lower and upper limits 
and c is the middle value obtained as a<c<b. The 
membership function of fuzzy logic is applied to 
transform the pixel values into fuzzy set during 
fuzzification and back to crisp set for de-fuzzification. 
Fuzzy set obtained during fuzzification is used to 
assign the value between 0 and 1 to image pixel. The 
crisp set obtained after defuzzification is used to 
convert the pixel value to 0 or 1 and to identify its 
belonging to relevant set as shown in Fig 5. A 
membership function is a curve that defines how each 
value in the input space is mapped between 0 and 1. 
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Where a and b represents lower and upper limits 
and c is the middle value obtained as a<c<b. The 
membership function of fuzzy logic is applied to 
transform the pixel values into fuzzy set during 
fuzzification and back to crisp set for de-fuzzification. 
Fuzzy set obtained during fuzzification is used to 
assign the value between 0 and 1 to image pixel. The 
crisp set obtained after defuzzification is used to 
convert the pixel value to 0 or 1 and to identify its 
belonging to relevant set as shown in Fig 5. A 
membership function is a curve that defines how each 
value in the input space is mapped between 0 and 1. 
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If centre pixel value is larger than the estimated 
threshold, then it is considered as a noisy pixel and 
values are replaced by 0. Whereas, in case centre 
pixel value is smaller than the threshold, then it 
is considered as noise free pixel whose values are 
replaced by 1. The coordinates of sliding window 
centred at specified location can be identified as:

   
                                                                             (5)

To differentiate between the noisy and edge 
pixels, we have computed the absolute difference 
as follows:
  	
         					                 (6)

Where                     , the minimum value is 
deter-mined as: 
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 The maximum operator was selected to set the 
noisy pixels detected earlier as 255 and noise free 
pixels as 0. In contrast, minimum operator was not 
suitable for identification of noisy and noise free 
pixels due to the fact that entire image becomes 
black, therefore we suggested to use maximum 
operator, as demonstrated in Fig 8. Fuzzy filtering 
is applied to the extracted information stated in Eq. 
(6). The threshold values were selected as 10 and 
30 because we obtained the best results on these 
values during experimentation. At the end we have 
restored the detected noisy pixels as follows:
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2.4   Atmospheric Light Balancing

Most of the existing de-hazing methods consider the 
pixels with highest intensity values as atmospheric 
light. However, it is challenging to identify pixels 
representing atmospheric light as this approach 
misclassifies the pixels of white objects as those of 
atmospheric light. To overcome this issue, we used 
the dark channel prior (DCP) technique to estimate 
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Fig. 6. Fuzzy logic for RGB classification. 
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The maximum operator was selected to set the 
noisy pixels detected earlier as 255 and noise free 
pixels as 0. In contrast, minimum operator was not 
suitable for identification of noisy and noise free pixels 
due to the fact that entire image becomes black, 
therefore we suggested to use maximum operator, as 
demonstrated in Fig 8. Fuzzy filtering is applied to the 
extracted information stated in Eq. (6). The threshold 
values were selected as 10 and 30 because we obtained 
the best results on these values during experimentation. 
At the end we have restored the detected noisy pixels as 
follows: 
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Fig. 8. Local information extracted using (a) maximum 
operator and (b) minimum operator. 
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The maximum operator was selected to set the 
noisy pixels detected earlier as 255 and noise free 
pixels as 0. In contrast, minimum operator was not 
suitable for identification of noisy and noise free pixels 
due to the fact that entire image becomes black, 
therefore we suggested to use maximum operator, as 
demonstrated in Fig 8. Fuzzy filtering is applied to the 
extracted information stated in Eq. (6). The threshold 
values were selected as 10 and 30 because we obtained 
the best results on these values during experimentation. 
At the end we have restored the detected noisy pixels as 
follows: 
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Fig. 8. Local information extracted using (a) maximum 
operator and (b) minimum operator. 

2.4.    Atmospheric Light Balancing 

Most of the existing de-hazing methods consider the 
pixels with highest intensity values as atmospheric 
light. However, it is challenging to identify pixels 
representing atmospheric light as this approach 
misclassifies the pixels of white objects as those of 
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the atmospheric light. At first, we identified 0.1% 
brightest pixels through the CP as shown in Fig 9(a) 
with black border. From these pixels, the highest 
pixels were selected as atmospheric light (A) which 
is shown with black border in Fig 9(b). The black 
pixel demonstrates the collection (brightest pixels 
to dark channel) of pixels; the algorithm discovers 
the max R, G, and B values to approximate the 
atmospheric light.

2.5  Scene Radiance

We can improve the scene radiance               by using 
the transmission map as shown in Eq. (1). However, 
when the transmission map t(x) is closer to zero 
then the direct attenuation i.e. J(x)t(x) become zero 
which is prone to noise. Therefore, we have limited 
t(x) to a lower bound t0, which preserves certain 
amount of haze in the dense haze region. The final 
scene radiance J(x) is recovered using Eq. (9) as 
shown in Fig 7(c).
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The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening.
	    
2.6  Guided Filter

We have applied the guided filter [23] to sharpen 
the edges in the resultant image. The guided, 
filtering input images can be symbolized as G, D 
respectively. The guided filter is represented as:
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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Where k and 
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k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 
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We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 

      ( ) ,i k k kG a I x b i w                     (10) 

Where I(x) represents the image and k is the index of 
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Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 

   
  max , 0

I x Atmos
J x Atmos

t x t


 
               (9) 

The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 

      ( ) ,i k k kG a I x b i w                     (10) 

Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 
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Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 

      ( ) ,i k k kG a I x b i w                     (10) 

Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 
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Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 

      ( ) ,i k k kG a I x b i w                     (10) 

Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 
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Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 
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Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 

computed as:  

              
2

1

k

x i k k
i w

k
k

I D D
w

a


 









              (11) 

       k k k kb D a                               (12) 

Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  
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Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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Fig. 6. Fuzzy logic for RGB classification.
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2.3.  Refinement Through Fuzzy Transmission 

The fuzzy logic was further applied on image to refine 
the transmission map for noise removal and image 
enhancement. For this purpose, we proposed an 
adaptive directional fuzzy median filter and applied it 
on four major directions (horizontal, vertical and two 
diagonals) in a 5x5 sliding window. If centre pixel 
value is larger than the estimated threshold, then it is 
considered as a noisy pixel and values are replaced by 
0. Whereas, in case centre pixel value is smaller than 
the threshold, then it is considered as noise free pixel 
whose values are replaced by 1. The coordinates of 
sliding window centred at specified location can be 
identified as:        
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To differentiate between the noisy and edge pixels, 

we have computed the absolute difference as follows: 
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Where , ( , )i k j l i j    , the minimum value is deter-

mined as:  

      min max( )D D                                           

The maximum operator was selected to set the 
noisy pixels detected earlier as 255 and noise free 
pixels as 0. In contrast, minimum operator was not 
suitable for identification of noisy and noise free pixels 
due to the fact that entire image becomes black, 
therefore we suggested to use maximum operator, as 
demonstrated in Fig 8. Fuzzy filtering is applied to the 
extracted information stated in Eq. (6). The threshold 
values were selected as 10 and 30 because we obtained 
the best results on these values during experimentation. 
At the end we have restored the detected noisy pixels as 
follows: 
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identified as:        
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To differentiate between the noisy and edge pixels, 

we have computed the absolute difference as follows: 
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The maximum operator was selected to set the 
noisy pixels detected earlier as 255 and noise free 
pixels as 0. In contrast, minimum operator was not 
suitable for identification of noisy and noise free pixels 
due to the fact that entire image becomes black, 
therefore we suggested to use maximum operator, as 
demonstrated in Fig 8. Fuzzy filtering is applied to the 
extracted information stated in Eq. (6). The threshold 
values were selected as 10 and 30 because we obtained 
the best results on these values during experimentation. 
At the end we have restored the detected noisy pixels as 
follows: 
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Fig. 10. Resultant enhanced image obtained after guidance 
Filter. 
 

3. RESULTS AND DISCUSSION 

3.1.    Datasets and Experimental Setup 

This section presents the comprehensive discussion on 
the experiments performed to measure the performance 
of proposed method. Realistic Single Image De-hazing 
(RESIDE) dataset [29] was selected for evaluation 
which consists of variety of thick and thin fog density 
images. These subsets of images were used in 
evaluating performance of our presented method. These 
images are in JPEG format of 800 x 500 dimensions. 
The MATLABR, R2017A platform was used for 
simulation of proposed technique.  

3.2.    Evaluation Measures 

For performance evaluation, we have used the metrics 
of MSE and PSNR. PSNR is used for comparison of 
image quality between original and restored image. 
Higher value of PSNR indicates better restored image 
and vice versa. For MSE, lower value indicates better 
restored image and vice versa. We computed the MSE 
and PSNR as follows: 
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Where Oi,j is the original image and Ri,j is the restored 
image of size m x n. I represent the maximum intensity 
of an image.  

3.3.    Experimental Results 

The PSNR and MSE values of the restored images 
obtained for the proposed method is provided in Table 
1. It can be observed from Table 1 that the proposed 
method is very effective in terms of restoring images 
corrupted by the fog. An average PSNR value obtained 
is 61.89 Db as a result of processing multiple images. 
In contrast 0.073 MSE value is obtained. Greater value 
of PSNR and smaller value of MSE concluded that our 
proposed method is better in evaluating information 
and producing less error. Due to addition of fuzzy logic 
technique along with guided filter hazy images are 
easily recovered more precisely with less 
computational time as compared to other techniques. 

3.4.    Performance Comparison 

In this experiment, we have compared the performance 
of the proposed method with existing state-of-the-art 
de-hazing methods [16,19,24] for image restoration. 
The fog removal experimental results on outdoor 
images are shown in Fig11 where the proposed method 
performs superior without color distortion as compared 
to existing methods [16,19,24] due to modified dark 
channel prior method based on fuzzy logic.  

 

Table 1. MSE and PSNR values. 

Images Image Size MSE PSNR 

Sameen Habib et al 

atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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  max , 0
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t x t


 
               (9) 

The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 

      ( ) ,i k k kG a I x b i w                     (10) 

Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 

computed as:  

              
2

1

k

x i k k
i w

k
k

I D D
w

a


 









              (11) 

       k k k kb D a                               (12) 

Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  

 *2EI D G G                          (13) 

Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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of proposed method. Realistic Single Image De-hazing 
(RESIDE) dataset [29] was selected for evaluation 
which consists of variety of thick and thin fog density 
images. These subsets of images were used in 
evaluating performance of our presented method. These 
images are in JPEG format of 800 x 500 dimensions. 
The MATLABR, R2017A platform was used for 
simulation of proposed technique.  

3.2.    Evaluation Measures 

For performance evaluation, we have used the metrics 
of MSE and PSNR. PSNR is used for comparison of 
image quality between original and restored image. 
Higher value of PSNR indicates better restored image 
and vice versa. For MSE, lower value indicates better 
restored image and vice versa. We computed the MSE 
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Where Oi,j is the original image and Ri,j is the restored 
image of size m x n. I represent the maximum intensity 
of an image.  

3.3.    Experimental Results 

The PSNR and MSE values of the restored images 
obtained for the proposed method is provided in Table 
1. It can be observed from Table 1 that the proposed 
method is very effective in terms of restoring images 
corrupted by the fog. An average PSNR value obtained 
is 61.89 Db as a result of processing multiple images. 
In contrast 0.073 MSE value is obtained. Greater value 
of PSNR and smaller value of MSE concluded that our 
proposed method is better in evaluating information 
and producing less error. Due to addition of fuzzy logic 
technique along with guided filter hazy images are 
easily recovered more precisely with less 
computational time as compared to other techniques. 

3.4.    Performance Comparison 

In this experiment, we have compared the performance 
of the proposed method with existing state-of-the-art 
de-hazing methods [16,19,24] for image restoration. 
The fog removal experimental results on outdoor 
images are shown in Fig11 where the proposed method 
performs superior without color distortion as compared 
to existing methods [16,19,24] due to modified dark 
channel prior method based on fuzzy logic.  
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further refined to obtain the enhanced image with 
preserved edges as follows: 
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Where D and G represents the image obtained 
after applying the fuzzy fog removal technique and 
guided filter respectively. For simplicity, we have 
assumed input and guided images to be similar. 
The process of obtaining the enhanced image is 
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performance of proposed method. Realistic Single 
Image De-hazing (RESIDE) dataset [29] was 
selected for evaluation which consists of variety 
of thick and thin fog density images. These subsets 
of images were used in evaluating performance of 
our presented method. These images are in JPEG 
format of 800 x 500 dimensions. The MATLABR, 
R2017A platform was used for simulation of 
proposed technique. 

3.2  Evaluation Measures

For performance evaluation, we have used the 
metrics of MSE and PSNR. PSNR is used for 
comparison of image quality between original and 
restored image. Higher value of PSNR indicates 
better restored image and vice versa. For MSE, 
lower value indicates better restored image and 
vice versa. We computed the MSE and PSNR as 
follows:
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Where Oi,j is the original image and Ri,j is 
the restored image of size m x n. I represent the 
maximum intensity of an image. 

3.3  Experimental Results

The PSNR and MSE values of the restored images 
obtained for the proposed method is provided in 
Table 1. It can be observed from Table 1 that the 
proposed method is very effective in terms of 
restoring images corrupted by the fog. An average 
PSNR value obtained is 61.89 Db as a result of 
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Where Oi,j is the original image and Ri,j is the restored 
image of size m x n. I represent the maximum intensity 
of an image.  

3.3.    Experimental Results 

The PSNR and MSE values of the restored images 
obtained for the proposed method is provided in Table 
1. It can be observed from Table 1 that the proposed 
method is very effective in terms of restoring images 
corrupted by the fog. An average PSNR value obtained 
is 61.89 Db as a result of processing multiple images. 
In contrast 0.073 MSE value is obtained. Greater value 
of PSNR and smaller value of MSE concluded that our 
proposed method is better in evaluating information 
and producing less error. Due to addition of fuzzy logic 
technique along with guided filter hazy images are 
easily recovered more precisely with less 
computational time as compared to other techniques. 

3.4.    Performance Comparison 

In this experiment, we have compared the performance 
of the proposed method with existing state-of-the-art 
de-hazing methods [16,19,24] for image restoration. 
The fog removal experimental results on outdoor 
images are shown in Fig11 where the proposed method 
performs superior without color distortion as compared 
to existing methods [16,19,24] due to modified dark 
channel prior method based on fuzzy logic.  

 

Table 1. MSE and PSNR values. 

Images Image Size MSE PSNR 

Table 1. MSE and PSNR values.
Images Image Size MSE PSNR
Image 1 743x521 0.052 60.924
Image 2 852x480 0.077 59.252
Image 3 754x440 0.154 56.232
Image 4 900x600 0.075 59.36
Image 5 800x505 0.0015 76.458
Image 6 918x752 0.079 59.139
Average 0.073 61.89

Table 2. Analysis of PSNR with Different Techniques.
Images DehazeNet HR-Dehazer DCP Proposed Method
Fig 1 70.675 55.12 61.584   60.924
Fig 2 63.301 70.634 57.022   59.252
Fig 3 58.147 65.241 57.693   56.232
Fig 4 63.072 53.487 58.966   59.36
Fig 5 65.876 62.127 59.585   76.458
Fig 6 64.124 60.920 59.618   59.139

Average  64.199  61.254 59.07   61.89
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atmospheric light. To overcome this issue, we used the 
dark channel prior (DCP) technique to estimate the 
atmospheric light. At first, we identified 0.1% brightest 
pixels through the CP as shown in Fig 9(a) with black 
border. From these pixels, the highest pixels were 
selected as atmospheric light (A) which is shown with 
black border in Fig 9(b). The black pixel demonstrates 
the collection (brightest pixels to dark channel) of 
pixels; the algorithm discovers the max R, G, and B 
values to approximate the atmospheric light. 

2.5.    Scene Radiance 

We can improve the scene radiance  J x  by using the 
transmission map as shown in Eq. (1). However, when 
the transmission map t(x) is closer to zero then the 
direct attenuation i.e. J(x)t(x) become zero which is 
prone to noise. Therefore, we have limited t(x) to a 
lower bound t0, which preserves certain amount of haze 
in the dense haze region. The final scene radiance J(x) 
is recovered using Eq. (9) as shown in Fig 7(c). 
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J x Atmos

t x t

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               (9) 

The lower bound t0 is estimated to be 0.1 and 
usually increases when an image contains more 
portions of sky pixels; otherwise the sky region is 
neglected as artefacts. Then, the improved image is 
passed to guided filter for image sharpening. 

2.6.    Guided Filter 

We have applied the guided filter [23] to sharpen the 
edges in the resultant image. The guided, filtering input 
images can be symbolized as G, D respectively. The 
guided filter is represented as: 
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Where I(x) represents the image and k is the index of 

a 3x3 box filter applied on the image. ak and bk are 
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Where k and 
2
k are the mean and variance of 

image I. In the next phase, the filtered image is further 

refined to obtain the enhanced image with preserved 

edges as follows:  

 *2EI D G G                          (13) 

Where D and G represents the image obtained after 
applying the fuzzy fog removal technique and guided 
filter respectively. For simplicity, we have assumed 
input and guided images to be similar. The process of 
obtaining the enhanced image is presented in Fig 10. 
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light. 
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Fig. 11. Experimental results of de-hazing method (a) Original image (b) De-haze-Net [24], (c) HR-De-hazer 
[16], (d) DCP method [19], (e) the proposed method. 

Table 3. Analysis of MSE with Different Techniques. 

Images DehazeNet HR-Dehazer DCP Proposed Method 

Fig 1 0.005 0.152 0.045 0.052 

Fig 2 0.034 0.077 0.129 0.077 

Fig 3 0.099 0.154 0.110 0.154 

Fig 4 0.042 0.075 0.082 0.075 

Fig 5 0.017 0.152 0.071 0.001 

Fig 6  0.026 0.077 0.070 0.079 

Table 3. Analysis of MSE with Different Techniques.

Images DehazeNet HR-Dehazer DCP Proposed Method

Fig 1 0.005 0.152 0.045 0.052

Fig 2 0.034 0.077 0.129 0.077

Fig 3 0.099 0.154 0.110 0.154

Fig 4 0.042 0.075 0.082 0.075

Fig 5 0.017 0.152 0.071 0.001

Fig 6 0.026 0.077 0.070 0.079

Average 0.075 0.092 0.085 0.073

Fig. 11. Experimental results of de-hazing method (a) Original image (b) De-haze-Net [24], (c) HR-De-hazer [16], 
(d) DCP method [19], (e) the proposed method.
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processing multiple images. In contrast 0.073 MSE 
value is obtained. Greater value of PSNR and smaller 
value of MSE concluded that our proposed method 
is better in evaluating information and producing 
less error. Due to addition of fuzzy logic technique 
along with guided filter hazy images are easily 
recovered more precisely with less computational 
time as compared to other techniques.

3.4  Performance Comparison

In this experiment, we have compared the 
performance of the proposed method with existing 
state-of-the-art de-hazing methods [16,19,24] for 
image restoration. The fog removal experimental 
results on outdoor images are shown in Fig11 
where the proposed method performs superior 
without color distortion as compared to existing 
methods [16,19,24] due to modified dark channel 
prior method based on fuzzy logic. 

In DCP method [19], fog was removed however 
this method is unable to enhance the contrast of the 
images. In addition, DCP method is also unable 
to predict fog in brighter regions of an image. 
The proposed method provides better results with 
enhanced contrast as compared to DCP method. 
Dehaze-Net method [24] considers only specified 
area of image and fails to remove the fog from 
the image completely. Likewise, DCP method, 
Dehaze-Net is also unable to enhance the contrast 
of an image. In Fig 11 (c) and (d), we can observe 
that the images contain the bluish effect due to 
degradation of atmospheric light. These images are 
also unable to preserve the edges. Fig 11 (e) shows 
oversaturated and over enhanced images due to 
incorrect estimation of brightest pixels. Therefore, 
accurate estimation of atmospheric light is essential 
in preserving the quality of image. In the proposed 
algorithm, both sky and road region provides better 
results without color distortion or over saturation. 
In HR-Dehazer [16] original colors of image are 
mixed with fog removal technique hence image is 
impossible to identify.

The comparative analysis of the proposed and 
other approaches [16,19,24] based on PSNR are 
presented in 

Table 2. The proposed method achieves an 
average PSNR of 61.89 as compared to 64.199, 

61.254 and 59.07 obtained in Dehaze-Net [24], 
HR-dehazer [16], DCP method [19] respectively on 
the similar dataset. Higher PSNR value achieved 
by our method indicates the significance of the 
proposed method in terms of de-hazing foggy 
images in contrast of existing methods. 

We obtained the improved results because of 
using background as well as foreground information 
in 5x5 sliding window to restore the corrupted 
pixels. Most often noise removal technique disturbs 
the original pixel values in detailed region and hence 
thin lines and texture regions cannot be protected in 
the image. We have applied the directional median 
filter to preserve the edges besides smoothing the 
images hence, we obtained better quality restored 
images after de-hazing. Similarly, Table 3 presents 
a comparative analysis of the proposed method with 
the existing approaches based on MSE. Our method 
provides an average MSE of 0.073 obtained during 
the experimentation. Whereas, Dehaze-Net [24], 
HR-dehazer [16], DCP [19] methods provide MSE 
of 0.075, 0.092 and 0.085 respectively. The lower 
MSE value of 0.073 signifies that the proposed 
method performs better as compared to existing 
methods [16, 19, 24].

4.   DISCUSSION

The time complexity of our method is lower as 
compared to other techniques and doesn’t depend 
on size of the image. Average PSNR value of our 
method is higher as compared to other methods. 
The lower values of PSNR represents greater 
information is loss after image dehazing. Due to 
involvement of fuzzy logic along with guided 
filter we have obtained low MSE and higher PSNR 
value as a result less information is lost and error 
rate is also lower. The processing speed of other 
approaches [16,19,24] completely depends on size 
of image which results in loss of information and 
increase error rate. As a result, we concluded that 
our methods can be beneficial for real time fog 
removing application. 
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