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Design of Power Monitoring and Electrical Control Systems to 
Support Energy Conservation

Fransiscus Yudi Limpraptono1*, Eko Nurcahyo1, Mochammad Ibrahim Ashari1, 
Erkata Yandri2, and Yahya Jani3

1Department of Electrical Engineering, National Institute of Technology Malang,                                      
Jl. Raya Karanglo, Km. 2, Malang 65143, Indonesia

2Graduate School of Renewable Energy, Darma Persada University, Jl. Radin Inten 2,                                     
Pondok Kelapa, East Jakarta 13450, Indonesia

3Department of Urban Studies, Malmö University, Nordenskiöldsgatan 1, 
21119 Malmo, Sweden

Abstract: The increasing demand for electrical energy and the decreasing supply of fossil fuels in recent years have 
increased the cost of electrical energy. So that the culture of saving electrical energy is a habit that must be cultivated 
in the community. On the other hand, energy-saving behavior cannot be realized massively without a support system 
that can control energy use. With these concerns, it is necessary to develop a method that encourages a culture of 
saving electrical energy. This paper proposes a system that supports active energy efficiency methods that can support 
an energy-efficient culture. This system is an electric power monitoring system that is integrated with a smart electrical 
panel that continuously monitors the use of electrical energy and can control electrical loads automatically, record 
electricity usage, provide comprehensive reports and analyze energy usage. The method used to carry out this research 
is research and development. This research has produced a prototype of electrical power control and monitoring 
system that has a smart panel based on a raspberry PI 3 and PZEM-004t power energy meter. The monitoring system 
performs and executes automatic control of electrical loads. The system can also provide reports in the form of data 
monitoring in daily, weekly, monthly or annual period.  From the test results, it can be concluded that the system can 
work well. This research is expected to contribute to providing a system that can support government efforts in saving 
energy.

Keywords: Active Energy Efficiency, Electrical Energy Management System, Saving Electrical Energy, Smart Panel

1.   INTRODUCTION 

The massive development of energy conversion 
technologies and the invention of various equipment 
that ease human activities leads to a significant 
increase in energy usage involving electricity. With 
the continuous increase of energy consumption, the 
price of electric energy is getting more expensive 
[1, 2]. This condition is worsened by the declining 
supply of fossil fuel as the main resource for power 
generations. 

The increase in energy price and energy 
consumption encouraged the government to 

improve the culture of saving electrical energy 
[3–5]. Moreover, the environmental concern such 
as pollution and gas emission has also motivated 
the energy-saving promotion. The saving energy 
campaign can be started by using the electrical 
energy in the residential and building premises 
wisely [6]. According to the obtained data from the 
previous researches, it was observed that the energy 
requirement in the building absorbs 40% of the 
total world energy needs. In Indonesia specifically, 
the building sector requires about 50 % of total 
energy expenditure and more than 70 % of overall 
electricity consumption [7]. As a consequence 
of high energy consumption, the building sector 
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implement the electricity energy-saving program 
on the air conditioning system, lighting system, 
and other supporting equipment. Some references 
in the implementation of the policy are by using 
energy-efficient appliances, the implementation of 
a good energy management system, and change the 
behavior of people who live in the building [14].

There are two approaches in the efforts of 
energy efficiency, namely passive and active energy 
efficiency. Passive energy efficiency activities can 
be done by installing and using energy-saving 
equipment and efforts to correct power factors. 
Passive energy efficiency is a fundamental effort 
for energy conservation. However, the passive 
approach alone is not sufficient to reach the desired 
level of energy efficiency. It needs a system that can 
support energy efficiency with the method of active 
approach. Energy efficiency requires an active 
approach such as load control, system automation, 
and monitoring of energy consumption to obtain 
a better saving energy scheme which eventually 
results in a better energy efficiency performance 
[16–18]. 

The electric energy efficiency of the active 
approach method requires an electrical energy 
monitoring system that must have the ability to 
provide reports and data analysis and be able to 
communicate with various devices. This system 
is connected to an electric load distribution panel 
which is capable of recording power consumption 
and being able to control the electrical load 
automatically. More importantly, the system must 
be able to connect with a number of separate 
measuring equipment, transmit data between 
devices, store measurement data, and produce the 
various analyses required for decision making. On 
the other hand, with the rapidly growing field of 
information and communication technology, the 
system is required to use effective communication 
methods such as IP-based, autodial, and connection 
with mobile devices or smartphones.

So far, it is costly to implement the monitoring 
system with the required capabilities as described. 
Therefore, the implementation of the saving-
energy monitoring system is limited. This research 
proposed a system that supports active energy 
efficiency method which can help the energy-
saving cultures. Low-cost power monitoring and 

in Indonesia contributes to 30 % of greenhouse 
gas emissions [8]. According to the United States 
Department of Energy, building premises contribute 
to 40 % of the country's major energy consumption 
and 40 % of CO2 emissions [9]. In a crowded 
urban environment, this trend is much higher. The 
buildings in New York City contribute 75 % of city 
energy consumptions [10]. 

The needs of electrical energy in commercial 
buildings are mostly for heating or cooling, 
ventilation, air conditioning (HVAC), and 
lighting. With the increase of energy prices and 
environmental issues of fossil fuel energy supplies, 
many researchers have been developing the use of 
alternative and renewable energy to promote green 
energy [11, 12]. 

Energy efficiency can be achieved by optimizing 
the use of lighting systems and implementing 
lighting system design in proportion with the room 
functionalities. Most importantly, the operation of 
heating/ cooling systems and ventilation should 
be controlled continuously according to the actual 
needs [13]. To make sure efficient consumption 
of electrical energy, effective power metering, 
and monitoring systems are required. The power 
metering and monitoring systems would provide 
important information to the owners and operators 
correlating to the performance of building energy 
consumption. An effective metering and monitoring 
system can involve tenants, property managers, and 
owners in measuring energy consumption. Hence, 
substantial actions can be implemented immediately 
to maintain the use of energy in an efficient way. 
The integrated energy management and monitoring 
system are sufficient to improve energy efficiency. 
An effective measurement and monitoring system 
may bring 10 % direct energy savings and hence 
reduce the operational costs of the building [14].

Promotion of energy saving in residential 
and building premises should also be included in 
communication strategies since it is understood 
mainly by experts and industry, but not by 
commons [15]. To reduce the electrical energy 
consumption through the improvement of the 
habit of energy saving, the Indonesian government 
issued the Regulation of the Minister of Energy and 
Mineral Resources (ESDM) on Electricity Energy 
Saving. It states that all office buildings must 
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energy management system is designed for building 
premises. The proposed system is connected with 
a distribution panel in each building and equipped 
with a communication protocol for remote 
monitoring purposes. It has some advantages 
features involved the ability to control the electric 
load automatically, record the use of electric power, 
provide comprehensive reports and analyze the use 
of energy.

2.   MATERIALS AND METHODS 

2.1  Research Methods

To develop a smart-panel system for power 
consumption control and monitoring, the research 
and development (R&D) method is conducted in 
this paper. The proposed method mainly consists 
of two parts; the development of a smart-panel 
prototype and the development of application 
software that would be used to control and monitor 
energy consumption. The initial stage of smart-
panel prototype development is hardware and 
software design. Followed by the realization of the 
obtained design to develop the smart panel. The 
next stage is testing and calibrating the developed 
smart-panel to obtain a proper design and parameter 
control setting.

The second part of the method is to design 
software applications for controlling and 
monitoring energy consumption. In this stage, the 
comprehensive application software was developed 
to control and monitor the electrical parameter 
involving the energy consumption accurately. The 
final step is integrating the developed smart-panel 
dan application software before employed the 
smart-panel to the real test system.

2.2  System Design 

This research addressed the efficient design of a 
prototype system to support the conservation of 
electrical energy. The designed system has smart 
and low-cost features. It comprises several smart 
panel units, a local computer network (LAN), 
database server as data storage, web server 
containing application of system controller, and a 
power monitoring display. The proposed monitoring 
design is depicted in Figure 1. 
 

The design of the server-based system is 
embedded system Raspberry PI 3, which has low 
power, low price, small size, and high performance. 
An open-source operating system was implemented 
to reduce the cost. The monitoring system is 
responsible for recording the electrical energy 
consumption in a building and monitoring electrical 
quantities such as voltage, current, power factor, and 
electrical power. The monitoring system performs 
and executes automatic control of electrical loads 
that have been set by the operator. The system can 
also provide reports in the form of data monitoring 
in daily, weekly, monthly or annual period. Real-
time reports are displayed on the dashboard power 
monitoring system. That dashboard is situated on a 
strategic location that can be seen by building users 
as part of an active approach method of energy 
conservation.

Smart panels are part of the system that serves 
as a power distribution panel. The architecture 
of the proposed smart panel is depicted in                                
Figure 2. Smart panels are controlled by an 
embedded system Raspberry Pi 3, which has a 
Broadcom BCM2837B0, Cortex-A53 (ARMv8) 
64-bit 1.4 GHz processor, with the Storage Capacity 
of 1GB LPDDR2 SDRAM. It has 2.4 GHz wireless 
LAN and 5 GHz IEEE 802.11 b/g/n/ac, Bluetooth 
4.2. Besides, it has Gigabit Ethernet, 40- pin GPIO, 
4 USB 2.0 ports, and HDMI. Raspberry Pi uses the 
Raspbian Linux-based operating system, which 
comes with several applications such as Apache 
web server and MySQL database. Raspberry Pi is 
expanded with I/O port expander MCP23017, so 
it can add 16 bits of the I/O port. The interface of 
MCP23017 chip with Raspberry pi using I2C line.
 

The panel is controlled by a programmed 
Raspberry Pi embedded system to control the 
electrical load. Smart panels are also capable of 
communicating with the server over a computer 
network, hence it can either send or receive 
commands from the server. The smart panel 
contains an embedded system that will be in charge 
of reading input signals from all push buttons 
and activating a switch contactor that will turn 
on or offload directly. Also, the smart panel has a 
measuring instrument of electrical quantities that 
continuously records the consumption of electric 
power.
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The design of the smart panel prototype has 
16 inputs and 16 outputs. The input unit is used to 
read the push button status that serves to turn on 
and off the electrical load. The output unit is used 
to connect or disconnect the electrical load. The 
switch circuit on the output unit employs a G3MB-
202P solid-state relay. Both the input and output 
unit circuits are protected by optical isolation to 
avoid the inclusion of undesired electrical voltage
The proposed smart panel design implements a 
PZEM-004t power energy meter for electrical 
power measurement. This module can measure 
voltage, current, active power, and electrical 
energy. PZEM-004 can store data when power is 

off and able to communicate with the controller unit 
through the serial port. The implemented design of 
the smart panel is depicted in Figure 3.

3.   RESULTS AND DISCUSSION

3.1  Power Meter Unit Test Results

The validation of the designed power meter is 
carried out by comparing the performance of the 
proposed metering design to the standard power 
meters. Three different loads were considered in the 
experimental setup. It was monitored that the PZEM-
004T module provided high accuracy measurement 
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Fig. 1. Smart Panel and Power Monitoring System 

The design of the server-based system is embedded 
system Raspberry PI 3, which has low power, low 
price, small size, and high performance. An open-
source operating system was implemented to reduce the 
cost. The monitoring system is responsible for 
recording the electrical energy consumption in a 
building and monitoring electrical quantities such as 
voltage, current, power factor, and electrical power. 
The monitoring system performs and executes 
automatic control of electrical loads that have been set 
by the operator. The system can also provide reports in 
the form of data monitoring in daily, weekly, monthly 
or annual period. Real-time reports are displayed on the 
dashboard power monitoring system. That dashboard is 
situated on a strategic location that can be seen by 
building users as part of an active approach method of 
energy conservation. 

Smart panels are part of the system that serves as a 
power distribution panel. The architecture of the 
proposed smart panel is depicted in Figure 2. Smart 
panels are controlled by an embedded system 
Raspberry Pi 3, which has a Broadcom BCM2837B0, 
Cortex-A53 (ARMv8) 64-bit 1.4 GHz processor, with 
the Storage Capacity of 1GB LPDDR2 SDRAM. It has 
2.4 GHz wireless LAN and 5 GHz IEEE 802.11 
b/g/n/ac, Bluetooth 4.2. Besides, it has Gigabit 
Ethernet, 40- pin GPIO, 4 USB 2.0 ports, and HDMI. 
Raspberry Pi uses the Raspbian Linux-based operating 
system, which comes with several applications such as 
Apache web server and MySQL database. Raspberry Pi 
is expanded with I/O port expander MCP23017, so it 
can add 16 bits of the I/O port. The interface of 
MCP23017 chip with Raspberry pi using I2C line. 
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Fig. 2. Architecture of the Smart Panel 

The panel is controlled by a programmed Raspberry Pi 
embedded system to control the electrical load. Smart 
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Initially, the experimental procedures was 

conducted by remotely open the Power Monitoring 
website with a web browser hence a web page 
would appear as shown in Figure 5. 

 
To enter the Power Monitoring web application, 

each user must log in first. If the login procedure is 

successful then the user can see a set of application 
features. The users would see the usage of electrical 
power from each panel. The measured electrical 
powers were displayed in graphical form with the 
option to select the data period on a daily, weekly, 
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The testing of load control features can be done 
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page display of the control system page is shown 
in Figure 6. 

 
Each panel has 16 push buttons, according to 

the design of the smart panel. Loads can be turned 
“on” or “off” through each of these pushbuttons. In 
addition, the load can also be turned “off” or “on” 
automatically by scheduling the load activities. 
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Each load has an auto ON and auto OFF menu that 
can be set by the user.

 
4.   CONCLUSION

This paper presents research on power monitoring 
and electrical load control systems to support 
the conservation of electrical energy. From the 
experimental results, it can be concluded that 
the system can work well. The power meter unit 
can function properly with high accuracies. A 
small error of 0.04 % was observed for voltage 
measurement. While the measurement of current 
and electrical power resulted in an error of 0 %. 
The power monitoring system can work well and 
can record and display power usage at any time. 
The load control system can also function well to 
control load activity remotely and automatically. 
This research is expected to contribute to providing 
a system that can support government efforts in 
saving energy. 
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Abstract: This study aims to suggest some strategies for improving the quality of lighting in adaptive reuse buildings. 
Recently, several concerns have been raised about the lighting environment of heritage buildings that have been 
adaptively reused for a different function. These changes may lead to a problem for the occupants of the building, 
particularly on the indoor lighting quality. It is regarded as one of the most affected variables in the building of heritage 
that is adaptively reused. Green Building Council Indonesia (GBCI) has been concerned about this issue, particularly 
to the requirements related to lighting power density and control, visual comfort, outside view, and daylight. The 
purpose of this research is therefore to suggest some strategies for improving the quality of lighting in the two 
classrooms of two heritage schools in Surabaya, Indonesia, based on the Greenship Interior Space rating tool. There 
are three credits for lighting power density and control, and one credit for visual comfort criteria. By performing light 
mapping measurements, calculations, and computer simulation, this analysis is qualitative. To capture the condition 
of the classrooms examined, building observation was also performed. The observation shows that the existing 
condition gains four credits only. If adopted, the strategies proposed could achieve eight credits, which is covers 80% 
of the assessment points. The higher credits achieved reflect a better lighting environment and better value for energy 
efficiency and conservation.

Keywords: Adaptive Reuse, Energy Efficiency, Green Building, Lighting Quality, Visual Comfort.

1.   INTRODUCTION 

Adaptive reusing a building is a common practice 
to prolong the lifespan of a building. The heritage 
building is a legacy from the past which could not 
be replaced once lost. It is also a source of reference 
for the next generation, therefore these highly 
significant value properties must be sustained. 
However, some buildings are not purposely built 
for the same purpose in the future. A problematic 
condition to the indoor environment could be 
created by these alterations. These alterations will 
significantly affect the occupants, particularly 
their well-being and productivity. According to 
Prihatmanti and Bahauddin [1, 2], there is a risk for 
occupants’ dissatisfaction in an adaptively reused 
building. This is due to the limitation of the heritage 
conservation practice which must comply with the 

guidelines. One of the most affected factors found 
in the adaptively reused building is indoor lighting. 
An appropriate amount of light will lead to fewer 
work errors, better safety, and lower absenteeism 
level. Hence, it will significantly affect the work 
performance of the building occupants [3, 4]. 

Some green building organizations, including 
the Green Building Council Indonesia (GBCI), have 
the arising concern to this condition. Previously, 
green building rating tools are used as parameters 
to design green buildings. Since the paradigm of 
sustainability has shifted, these rating tools are 
currently used to assess non-green buildings as well, 
including heritage buildings. Greenship, which 
was developed by the Green Building Council 
Indonesia has six rating tools: Appropriate Site 
Development, Energy Efficiency and Conservation, 
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daylight, are placed under Indoor Air Health and 
Comfort.  

 
 

Fig. 1. Greenship Interior Space Rating Tools [5]. 
 

Energy used for lighting systems consumes 20 % of 
whole-building energy consumption. The usage of an 
energy-saving lamp will give a significant impact on 
the environment as well as on the building’s 
operational cost. An energy-saving lamp will lead to 
less renewable energy consumption and reduce 
environmental pollution. Based on previous research, a 
building that uses an occupancy sensor saves 20 % to 
26 % of lighting energy compared to a building with a 
manual system [3]. 

Several studies about lighting in a learning 
environment have been conducted. According to Susan 
and Prihatmanti [6], the lighting environment has a 
crucial role in affecting students’ contentment and 
academic performance. Research on student awareness 
of higher education classrooms explains that the 
learning environment is influenced by physical 
attributes, including temperature, acoustic, lighting, 
daylight, and air quality [7]. This is also emphasized by 
Samani, a learning environment must provide an 
appropriate lighting quality to increase the motivation 
to learn and enhance the students’ learning performance 
[8]. Another previous study conducted by K. Axarli and 
K. Tsikaloudaki also stated that the pupil’s academic 
performance and well-being are significantly depending 
on the quality of the luminous environment [9]. The 
student performance is significantly correlated with the 
lighting quality in their classroom [10]. Related to this, 

a good lighting environment is significant to motivate 
the students for a better learning process. This is also 
addressed by Bluyssen et al. that exposure to poor 
lighting could cause short and long-term health impacts 
[11]. 

Adaptively reused buildings, particularly heritage 
buildings, are being reused into different functioned 
which is different from their original purpose. This 
could create occupants’ discomfort due to the 
inappropriate space planning for the new purpose [1]. 
The lighting condition must be adjusted to comply with 
the occupants’ activity as well as the need of saving 
energy. Therefore, this paper focuses on investigating 
the lighting performance and proposes suggestions to 
enhance the lighting environment, based on the 
Greenship Rating Tools. 

 
2. MATERIALS AND METHODS 
 
Regarding the issue of lighting environment, the Green 
Building Council Indonesia has been highlighting this 
matter. The current rating tool has put lighting as an 
important factor that gives a significant chance to 
reduce operational cost, reduce the greenhouse effect, 
and improve occupants’ performance. As mentioned 
before, there are three criteria related to lighting 
performance, which are listed in Figure 2 [5]. Those are 
lighting power density and control, visual comfort, and 
outside view and daylight. 
 

Fig. 2. Greenship criteria for lighting system and 
environment [5]. 
 

2.1 Lighting Power Density and Control Criteria 

The Lighting Power Density and Control criteria aim to 
build an understanding regarding the consequence of 
energy saving on a built environment [9]. Based on the 
Greenship rating tools, the benchmark for these criteria 
is listed in Figure 3 [5]. 
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Water Conservation, Material Resources and 
Cycle, Indoor Air Health and Comfort, Building 
and Environment Management. There are three 
criteria related to the lighting environment, which 
are placed under two rating tools, (i) Lighting 
power density and control is placed under Energy 
Efficiency and Conservation; (ii) Visual comfort, 
outside view and daylight, are placed under Indoor 
Health and Comfort. 
 

Energy used for lighting systems consumes 
20 % of whole-building energy consumption. 
The usage of an energy-saving lamp will give a 
significant impact on the environment as well as 
on the building’s operational cost. An energy-
saving lamp will lead to less renewable energy 
consumption and reduce environmental pollution. 
Based on previous research, a building that uses an 
occupancy sensor saves 20 % to 26 % of lighting 
energy compared to a building with a manual 
system [3].

Several studies about lighting in a learning 
environment have been conducted. According to 
Susan and Prihatmanti [6], the lighting environment 
has a crucial role in affecting students’ contentment 
and academic performance. Research on student 
awareness of higher education classrooms explains 
that the learning environment is influenced by 
physical attributes, including temperature, acoustic, 
lighting, daylight, and air quality [7]. This is also 
emphasized by Samani, a learning environment must 
provide an appropriate lighting quality to increase 
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the greenhouse effect, and improve occupants’ 
performance. As mentioned before, there are three 
criteria related to lighting performance, which are 
listed in Figure 2 [5]. Those are lighting power 
density and control, visual comfort, and outside 
view and daylight.

2.1  Lighting Power Density and Control Criteria

The Lighting Power Density and Control criteria aim 
to build an understanding regarding the consequence 
of energy saving on a built environment [9]. Based 
on the Greenship rating tools, the benchmark for 
these criteria is listed in Figure 3 [5].
 

Based on the Standard National Indonesia 
(SNI)/Indonesian National Standard, the maximum 
amount of lighting power density for a classroom is                     
13 W m–2 [12]. There are potential strategies that can 
be applied to achieve the targets: first, lighting power 
density can be reduced by applying interior finishes 
with high reflectance value; second, a daylighting 
system must be maximized to save energy; third, 
applying daylighting sensor that integrates with the 
building’s artificial lighting system; fourth, option 
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red-eye, eye irritation, blurred view, and difficulty 

in reading any objects. It is also has been studied by 
Lee, Moon, and Kim that visual comfort is strongly 
affecting the mood [14].

According to the GBCI, the main objective of the 
Visual Comfort criteria is to provide a suitable 
lighting quality in the designated workplace to 
enhance the productiveness and well-being of the 
users [5]. Based on the standard given by the local 
agency, any classroom should provide 350 lx as 
its illumination standard [10]. The benchmark for 
these criteria according to the Greenship rating tool 
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2.3 Outside View and Daylight Criteria

Eye fatigue can be reduced by providing an 
outdoor view for the occupants. Those who have 
access to the outdoor view show symptoms of 
reduced stress level, less frustration, more patient, 
and higher performance [15, 16]. Meanwhile, 
maximizing the daylight could give good impacts 
such as improve occupants’ health, provide better 
lighting quality, as well as saving cost and energy 
for artificial lighting. Hwang and Kim also agreed 
that daylight is proven for improving the occupants’ 
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be calculated. These criteria aim to reconnect the 
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will increase the occupants’ satisfaction, in terms of 
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the Greenship rating tool for the outside view and 
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study. The selection criteria are based on the 
heritage significance of the studied buildings. Those 
schools are Santa Maria Senior High School and 
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Fig. 1. Greenship Interior Space Rating Tools [5]. 
 

Energy used for lighting systems consumes 20 % of 
whole-building energy consumption. The usage of an 
energy-saving lamp will give a significant impact on 
the environment as well as on the building’s 
operational cost. An energy-saving lamp will lead to 
less renewable energy consumption and reduce 
environmental pollution. Based on previous research, a 
building that uses an occupancy sensor saves 20 % to 
26 % of lighting energy compared to a building with a 
manual system [3]. 

Several studies about lighting in a learning 
environment have been conducted. According to Susan 
and Prihatmanti [6], the lighting environment has a 
crucial role in affecting students’ contentment and 
academic performance. Research on student awareness 
of higher education classrooms explains that the 
learning environment is influenced by physical 
attributes, including temperature, acoustic, lighting, 
daylight, and air quality [7]. This is also emphasized by 
Samani, a learning environment must provide an 
appropriate lighting quality to increase the motivation 
to learn and enhance the students’ learning performance 
[8]. Another previous study conducted by K. Axarli and 
K. Tsikaloudaki also stated that the pupil’s academic 
performance and well-being are significantly depending 
on the quality of the luminous environment [9]. The 
student performance is significantly correlated with the 
lighting quality in their classroom [10]. Related to this, 

a good lighting environment is significant to motivate 
the students for a better learning process. This is also 
addressed by Bluyssen et al. that exposure to poor 
lighting could cause short and long-term health impacts 
[11]. 

Adaptively reused buildings, particularly heritage 
buildings, are being reused into different functioned 
which is different from their original purpose. This 
could create occupants’ discomfort due to the 
inappropriate space planning for the new purpose [1]. 
The lighting condition must be adjusted to comply with 
the occupants’ activity as well as the need of saving 
energy. Therefore, this paper focuses on investigating 
the lighting performance and proposes suggestions to 
enhance the lighting environment, based on the 
Greenship Rating Tools. 

 
2. MATERIALS AND METHODS 
 
Regarding the issue of lighting environment, the Green 
Building Council Indonesia has been highlighting this 
matter. The current rating tool has put lighting as an 
important factor that gives a significant chance to 
reduce operational cost, reduce the greenhouse effect, 
and improve occupants’ performance. As mentioned 
before, there are three criteria related to lighting 
performance, which are listed in Figure 2 [5]. Those are 
lighting power density and control, visual comfort, and 
outside view and daylight. 
 

Fig. 2. Greenship criteria for lighting system and 
environment [5]. 
 

2.1 Lighting Power Density and Control Criteria 

The Lighting Power Density and Control criteria aim to 
build an understanding regarding the consequence of 
energy saving on a built environment [9]. Based on the 
Greenship rating tools, the benchmark for these criteria 
is listed in Figure 3 [5]. 

Fig. 2. Greenship criteria for lighting system and environment [5].
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Fig. 3.  Benchmark for lighting power density and control 
[5]. 

Based on the Standard National Indonesia 
(SNI)/Indonesian National Standard, the maximum 
amount of lighting power density for a classroom is                     
13 W m–2 [12]. There are potential strategies that can 
be applied to achieve the targets: first, lighting power 
density can be reduced by applying interior finishes 
with high reflectance value; second, a daylighting 
system must be maximized to save energy; third, 
applying daylighting sensor that integrates with the 
building’s artificial lighting system; fourth, opt for 
lamps with higher efficacy, such as fluorescent and 
LED; fifth, the lighting armature must be selected 
based on the distribution characteristic, high efficiency, 
and the ability to reduce glare. 
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The lighting source on a working plane could be 
received from daylight and artificial light. In all 
circumstances, daylight is much-preferred compare to 

artificial light. However, if daylighting is insufficient to 
fulfill the building’s requirement, artificial lighting 
must be provided. Daylighting and artificial lighting 
must be designed carefully, where excessive daylight 
could cause discomfort glare as well as disability glare 
[13]. On the contrary, the amount of artificial lighting 
which does not fulfill the standard could cause visual 
discomforts such as red-eye, eye irritation, blurred 
view, and difficulty in reading any objects. It is also has 
been studied by Lee, Moon, and Kim that visual 
comfort is strongly affecting the mood [14]. 

According to the GBCI, the main objective of the 
Visual Comfort criteria is to provide a suitable lighting 
quality in the designated workplace to enhance the 
productiveness and well-being of the users [5]. Based 
on the standard given by the local agency, any 
classroom should provide 350 lx as its illumination 
standard [10]. The benchmark for these criteria 
according to the Greenship rating tool is listed in Figure 
4 [5]. 

 
 
Fig. 4. Benchmark for visual comfort based on the Greenship 
rating tool [5]. 
 

2.3 Outside View and Daylight Criteria 

Eye fatigue can be reduced by providing an outdoor 
view for the occupants. Those who have access to the 
outdoor view show symptoms of reduced stress level, 
less frustration, more patient, and higher performance 
[15, 16]. Meanwhile, maximizing the daylight could 
give good impacts such as improve occupants’ health, 
provide better lighting quality, as well as saving cost 
and energy for artificial lighting. Hwang and Kim also 
agreed that daylight is proven for improving the 
occupants’ comfort in an indoor environment [14]. 

Fig. 3. Benchmark for lighting power density and control [5].

Fig. 4. Benchmark for visual comfort based on the Greenship rating tool [5].

Fig. 5. Benchmark for outside view and daylight based on the green ship rating tool [5].
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2.3 Outside View and Daylight Criteria 

Eye fatigue can be reduced by providing an outdoor 
view for the occupants. Those who have access to the 
outdoor view show symptoms of reduced stress level, 
less frustration, more patient, and higher performance 
[15, 16]. Meanwhile, maximizing the daylight could 
give good impacts such as improve occupants’ health, 
provide better lighting quality, as well as saving cost 
and energy for artificial lighting. Hwang and Kim also 
agreed that daylight is proven for improving the 
occupants’ comfort in an indoor environment [14]. 
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Hence, the Outside View and Daylight criteria are 
required to be calculated. These criteria aim to 
reconnect the indoor to the outdoor area by providing 
an outside view as well as daylight into the indoor 
space. This will increase the occupants’ satisfaction, in 
terms of comfort and productivity. The benchmark 
based on the Greenship rating tool for the outside view 
and daylight is listed in Figure 5 [5]. 

 
Fig. 5. Benchmark for outside view and daylight based on 
the green ship rating tool [5]. 
 

3. RESULTS AND DISCUSSION 

3.1 Observation 

There are two heritage schools selected for this study. 
The selection criteria are based on the heritage 
significance of the studied buildings. Those schools are 
Santa Maria Senior High School and St. Louis Senior 
High School. Due to the historical significance. These 
schools are classified by the Surabaya City government 
regulation No. 5/2005 as national heritage buildings. 
Currently, both schools consist of the original heritage 
building and the newly built annex building. The annex 
building is newly built to accommodate the increasing 
number of students enrolled annually. 

The first case study is the Santa Maria High 
School. The location of this school is Raya Darmo 
Street Surabaya. The studied classroom is 56.88 m2 in 
size and facing to the South. According to the site 
observations conducted, there are four windows in total 
(1.8 m ×                             1.0 m in size; 1.8 m above 
the ground) which are located two in the North and two 
in the South wall. The second case study is the St. 
Louis Senior High School. Its location is in Polisi 
Istimewa street Surabaya. According to the 
observation, the studied classroom is 82.96 m2 in size, 

facing North, located in the front part of the original 
building which is facing the main road as well as the 
parking area. High openings were also present and 
located in the North, East, and South wall. 

 

 

Fig. 6. The classroom condition and site plan of Santa Maria 
Senior High School. 

 
Fig. 7. The classroom condition and site plan of St. Louis 
Senior High School 

 
The assessment which is applied based on the 

lighting criteria from Greenship Interior Space showed 
that the existing classrooms only obtained four credits 
from a total of 10 credits listed in lighting-related 
criteria. 

 

12	 Susan and Prihatmanti



St. Louis Senior High School. Due to the historical 
significance. These schools are classified by the 
Surabaya City government regulation No. 5/2005 as 
national heritage buildings. Currently, both schools 
consist of the original heritage building and the 
newly built annex building. The annex building is 
newly built to accommodate the increasing number 
of students enrolled annually.

The first case study is the Santa Maria High 
School. The location of this school is Raya Darmo 
Street Surabaya. The studied classroom is 56.88 m-2 

in size and facing to the South. According to the site 
observations conducted, there are four windows 
in total (1.8 m × 1.0 m in size; 1.8 m above the 
ground) which are located two in the North and 
two in the South wall. The second case study is 
the St. Louis Senior High School. Its location is in 
Polisi Istimewa street Surabaya. According to the 
observation, the studied classroom is 82.96 m-2 in 
size, facing North, located in the front part of the 
original building which is facing the main road as 
well as the parking area. High openings were also 
present and located in the North, East, and South 
wall.

 
The assessment which is applied based on the 

lighting criteria from Greenship Interior Space 
showed that the existing classrooms only obtained 
four credits from a total of 10 credits listed in 
lighting-related criteria.

Buildings can contribute energy savings from 
the lighting system. There are six lamps in each 
studied classroom. The lamps on the studied 
buildings are general fluorescent lamps 36 W for 
Santa Maria Senior High School and 58 W for St. 
Louis Senior High School. This proposed lighting 
system will create brighter classrooms, with 3.8W 
m-2 and 4.2 W m-2 lighting power density, as well 
as saving energy up to 71 % and 68 % respectively. 
This strategy will give the classrooms three credits. 
However, the current lighting system does not use 
100 % electronic ballast as well as the integrated 
lighting sensor, and/or integrated occupancy sensor, 
and/or individual control by the means of saving 
energy. This decision has made both buildings lose 
another credit provided in these criteria. 

Illuminance level was also measured, both 
for daylighting and artificial lighting conditions. 

According to the measurements taken, the 
illuminance level at Santa Maria Senior High 
School falls between 10 lx to 45 lx on daylighting 
and between 42 lx to 91 lx for artificial lighting 
conditions. While at St. Louis Senior High School, 
it falls between 26 lx to 105 lx and 47 lx to 150 lx 
respectively. Unfortunately, the illuminance levels 
in both schools were below the standard of SNI, 
which has to be 350 lx. This means that the buildings 
studied do not comply with the first benchmark of 
visual comfort. According to the GBCI, a  lighting 
control system on a multi-occupant room or area 
should be provided which is accessible to all users. 
This resulted in the buildings obtained another one 
point from the second benchmark of visual comfort.

According to the building observation 
conducted, the high openings in Santa Maria Senior 
High School were made from a wooden frame 
and glazed by tinted glass. The openings were at 
1.8 m above the floor and located on eye level. 
This resulted in a restricted view to the outside. 
However, due to the glare and thermal concerns, 
the openings are covered by an internal shading 
device. An internal shading device also restricts 
the occupants to access the outside view. These 
conditions have prevented the buildings from 
obtaining another credit provided on the criteria 
of the outside view. Thus, both buildings could not 
obtain credit from the daylight criteria as well. As 
explained previously, daylight illuminance levels 
in both classrooms are ranged between 10 lx to                                                                                                   
105 lx. There is no optimal use of natural light to 
reach 75 % of the floor area to obtain the intensity 
of light for at least 300 lx. The natural light intensity 
for 100 % area is below 300 lx.

3.2  Analysis and Design Proposed

3.2.1 Lighting Power Density and Control 

Based on the SNI, the maximum lighting power 
density for a classroom is 13 W m-2. To achieve 
the optimum savings on lighting power density, 
the studied classrooms require lamps with higher 
efficacy. Philips TL-D 36W/33-640 1SL/25 with 
100 % electronic ballast (eco passport: certified with 
energy efficiency label B) is proposed to be used 
in both classrooms. This research also proposes to 
add the numbers of lighting points, to make better 
lighting distribution. The number of lighting points 
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at Santa Maria Senior High School was adjusted 
from 6 points to 12 points. Meanwhile, at St. Louis 
Senior High School, the numbers of lighting points 
were adjusted from 6 to 18. The lighting power 
density after the adjustment is tabulated in Table 1.

The treatment conducted to the classrooms 
at Santa Maria Senior High School and St. 
Louis Senior High School are 7.59Wm-2  and                 
7.81Wm-2 lighting power density, as well as saving 
energy 42 % and 40 % respectively. This system 
contributes three credits to the Lighting credit from 
each classroom. Another 1 credit is targeted to be 
achieved by using an integrated lighting sensor and/

or integrated occupancy sensor and/or individual 
control to save energy. The planning for this system 
can be seen in Figure 9 and Figure 10.

 
3.2.2 Visual Comfort

In this study, the illuminance level is calculated by 
using the equation in Equation (1) [17]:

F = E x A/Uf x LLf	 	 (1)

Where: F 	 =   Flux (lumens)
E	   =  Illuminance (lx) 
A	   =  Area (m2)
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Hence, the Outside View and Daylight criteria are 
required to be calculated. These criteria aim to 
reconnect the indoor to the outdoor area by providing 
an outside view as well as daylight into the indoor 
space. This will increase the occupants’ satisfaction, in 
terms of comfort and productivity. The benchmark 
based on the Greenship rating tool for the outside view 
and daylight is listed in Figure 5 [5]. 

 
Fig. 5. Benchmark for outside view and daylight based on 
the green ship rating tool [5]. 
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Fig. 8. Lighting credits for the classrooms 

Buildings can contribute energy savings from the 
lighting system. There are six lamps in each studied 
classroom. The lamps on the studied buildings are 
general fluorescent lamps 36 W for Santa Maria Senior 
High School and 58 W for St. Louis Senior High 
School. This proposed lighting system will create 
brighter classrooms, with 3.8W m–2 and 4.2W m–2 
lighting power density, as well as saving energy up to  
71 % and 68 % respectively. This strategy will give the 
classrooms three credits. However, the current lighting 
system does not use 100 % electronic ballast as well as 
the integrated lighting sensor, and/or integrated 
occupancy sensor, and/or individual control by the 
means of saving energy. This decision has made both 
buildings lose another credit provided in these criteria.  

Illuminance level was also measured, both for 
daylighting and artificial lighting conditions. According 
to the measurements taken, the illuminance level at 
Santa Maria Senior High School falls between 10 lx to 
45 lx on daylighting and between 42 lx to 91 lx for 
artificial lighting conditions. While at St. Louis Senior 
High School, it falls between 26 lx to 105 lx and 47 lx 
to 150 lx respectively. Unfortunately, the illuminance 
levels in both schools were below the standard of SNI, 
which has to be 350 lx. This means that the buildings 
studied do not comply with the first benchmark of 
visual comfort. According to the GBCI, a  lighting 
control system on a multi-occupant room or area should 
be provided which is accessible to all users. This 
resulted in the buildings obtained another one point 
from the second benchmark of visual comfort. 

According to the building observation conducted, the 
high openings in Santa Maria Senior High School were 
made from a wooden frame and glazed by tinted glass. 
The openings were at 1.8 m above the floor and located 
on eye level. This resulted in a restricted view to the 

outside. However, due to the glare and thermal 
concerns, the openings are covered by an internal 
shading device. An internal shading device also 
restricts the occupants to access the outside view. These 
conditions have prevented the buildings from obtaining 
another credit provided on the criteria of the outside 
view. Thus, both buildings could not obtain credit from 
the daylight criteria as well. As explained previously, 
daylight illuminance levels in both classrooms are 
ranged between 10 lx to 105 lx. There is no optimal use 
of natural light to reach 75 % of the floor area to obtain 
the intensity of light for at least 300 lx. The natural 
light intensity for 100 % area is below 300 lx. 

3.2 Analysis and Design Proposed 

3.2.1 Lighting Power Density and Control  

Based on the SNI, the maximum lighting power density 
for a classroom is 13 W m–2. To achieve the optimum 
savings on lighting power density, the studied 
classrooms require lamps with higher efficacy. Philips 
TL-D 36W/33-640 1SL/25 with 100 % electronic 
ballast (eco passport: certified with energy efficiency 
label B) is proposed to be used in both classrooms. This 
research also proposes to add the numbers of lighting 
points, to make better lighting distribution. The number 
of lighting points at Santa Maria Senior High School 
was adjusted from 6 points to 12 points. Meanwhile, at 
St. Louis Senior High School, the numbers of lighting 
points were adjusted from 6 to 18. The lighting power 
density after the adjustment is tabulated in Table 1. 

Table 1. Lighting Power Density proposed 

School 
Name 

Lighting 
points 

numbers 

Lighting 
power 

(W) 
Area 
(m2) 

Lighting 
power 
density 
(W m–2) 

(a) (b) (c) (d) (e) = 
(bxc)/(d) 

Santa 
Maria 12 36W 56.88 7.59 

St. Louis 18 36W 82.96 7.81 

The treatment conducted to the classrooms at Santa 
Maria Senior High School and St.  Louis Senior High 
School are 7.59W m–2 and 7.81W m–2 lighting power 
density, as well as saving energy 42 % and 40 % 
respectively. This system contributes three credits to 
the Lighting credit from each classroom. Another 1 
credit is targeted to be achieved by using an integrated 
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lighting sensor and/or integrated occupancy sensor 
and/or individual control to save energy. The planning 
for this system can be seen in Figure 9 and Figure 10. 

 
Fig. 9. Sensor and lighting plan for Santa Maria Senior High 
School 

 

Fig. 10. Sensor and lighting plan for St. Louis Senior High 
School. 

3.2.2 Visual Comfort 

In this study, the illuminance level is calculated by 
using the equation in Equation (1) [17]: 

F = E x A/Uf x LLf  (1) 

Where: F  = Flux (lumens) 
E = Illuminance (lx)  
A = Area (m2) 
Uf  = Utilization factor (0.75)  

LLf  = Light Loss factor (0.8) 

According to the SNI, the illuminance level in both 
classrooms must reach 350 lx. In this study, Philips TL-
D 36W/33-640 1SL/25 with 2 850 lx was proposed to 
be applied. After the treatment, the illuminance level in 
both classrooms is above 350 lx, which is 361 lx for 
Santa Maria Senior High School and 371 lx for St. 
Louis Senior High School (refer to Table 2). Based on 
the proposed strategy, as much as one credit is achieved 
from this treatment. 

Table 2. Illuminance level proposed 

School 
Name 

F 
(lumens) 

Lighting 
points 

numbers 
Area 
(m2) Uf LLf E (lx) 

(a) (b) (c) (d) (e) (f) (g) 
Santa 
Maria 2850 12 56.88 0.75 0.8 361 

St. Louis 2850 18 82.96 0.75 0.8 371 

Another two credits were achieved by providing a 
lighting control system on multi-occupant room/area 
for all users and an automatic curtain to the natural 
lighting control system. The placement of the lighting 
control system (switch) can be seen in Figure 9 and 
Figure 10. The switch must be reachable by all the 
users. An automatic curtain is also suggested to be 
applied since it can keep them perfectly aligned to 
control natural lighting. 

3.2.3 Outside View and Daylight 

As mentioned previously, the lighting enhancement 
based on Greenship rating tool is connected to access of 
outside view. The observation conducted at the Santa 
Maria Senior High School showed only 34 m2 (59 %) 
area can get the access to the outside view (Fig 11), 
while at the St. Louis Senior High School only 56 m2 
(68 %) area (Fig 12). Nevertheless, there is no 
treatment proposed for this benchmark, since the 
building is a heritage building that has certain 
limitations to conduct major alterations on its façade. 
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In this study, the illuminance level is calculated by 
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Uf  = Utilization factor (0.75)  
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According to the SNI, the illuminance level in both 
classrooms must reach 350 lx. In this study, Philips TL-
D 36W/33-640 1SL/25 with 2 850 lx was proposed to 
be applied. After the treatment, the illuminance level in 
both classrooms is above 350 lx, which is 361 lx for 
Santa Maria Senior High School and 371 lx for St. 
Louis Senior High School (refer to Table 2). Based on 
the proposed strategy, as much as one credit is achieved 
from this treatment. 

Table 2. Illuminance level proposed 
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Name 

F 
(lumens) 

Lighting 
points 

numbers 
Area 
(m2) Uf LLf E (lx) 

(a) (b) (c) (d) (e) (f) (g) 
Santa 
Maria 2850 12 56.88 0.75 0.8 361 

St. Louis 2850 18 82.96 0.75 0.8 371 

Another two credits were achieved by providing a 
lighting control system on multi-occupant room/area 
for all users and an automatic curtain to the natural 
lighting control system. The placement of the lighting 
control system (switch) can be seen in Figure 9 and 
Figure 10. The switch must be reachable by all the 
users. An automatic curtain is also suggested to be 
applied since it can keep them perfectly aligned to 
control natural lighting. 

3.2.3 Outside View and Daylight 

As mentioned previously, the lighting enhancement 
based on Greenship rating tool is connected to access of 
outside view. The observation conducted at the Santa 
Maria Senior High School showed only 34 m2 (59 %) 
area can get the access to the outside view (Fig 11), 
while at the St. Louis Senior High School only 56 m2 
(68 %) area (Fig 12). Nevertheless, there is no 
treatment proposed for this benchmark, since the 
building is a heritage building that has certain 
limitations to conduct major alterations on its façade. 
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Buildings can contribute energy savings from the 
lighting system. There are six lamps in each studied 
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High School and 58 W for St. Louis Senior High 
School. This proposed lighting system will create 
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lighting power density, as well as saving energy up to  
71 % and 68 % respectively. This strategy will give the 
classrooms three credits. However, the current lighting 
system does not use 100 % electronic ballast as well as 
the integrated lighting sensor, and/or integrated 
occupancy sensor, and/or individual control by the 
means of saving energy. This decision has made both 
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High School, it falls between 26 lx to 105 lx and 47 lx 
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control system on a multi-occupant room or area should 
be provided which is accessible to all users. This 
resulted in the buildings obtained another one point 
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Table 1. Lighting Power Density proposed 

School 
Name 

Lighting 
points 

numbers 

Lighting 
power 

(W) 
Area 
(m2) 

Lighting 
power 
density 
(W m–2) 

(a) (b) (c) (d) (e) = 
(bxc)/(d) 

Santa 
Maria 12 36W 56.88 7.59 

St. Louis 18 36W 82.96 7.81 

The treatment conducted to the classrooms at Santa 
Maria Senior High School and St.  Louis Senior High 
School are 7.59W m–2 and 7.81W m–2 lighting power 
density, as well as saving energy 42 % and 40 % 
respectively. This system contributes three credits to 
the Lighting credit from each classroom. Another 1 
credit is targeted to be achieved by using an integrated 

Fig. 8. Lighting credits for the classrooms

Fig. 9. Sensor and lighting plan for Santa Maria Senior High School

Fig. 10. Sensor and lighting plan for St. Louis Senior High School.
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the proposed strategy, as much as one credit is achieved 
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Another two credits were achieved by providing a 
lighting control system on multi-occupant room/area 
for all users and an automatic curtain to the natural 
lighting control system. The placement of the lighting 
control system (switch) can be seen in Figure 9 and 
Figure 10. The switch must be reachable by all the 
users. An automatic curtain is also suggested to be 
applied since it can keep them perfectly aligned to 
control natural lighting. 

3.2.3 Outside View and Daylight 

As mentioned previously, the lighting enhancement 
based on Greenship rating tool is connected to access of 
outside view. The observation conducted at the Santa 
Maria Senior High School showed only 34 m2 (59 %) 
area can get the access to the outside view (Fig 11), 
while at the St. Louis Senior High School only 56 m2 
(68 %) area (Fig 12). Nevertheless, there is no 
treatment proposed for this benchmark, since the 
building is a heritage building that has certain 
limitations to conduct major alterations on its façade. 
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view (Fig 11), while at the St. Louis Senior 
High School only 56 m2 (68 %) area (Fig 12). 
Nevertheless, there is no treatment proposed for 
this benchmark, since the building is a heritage 
building that has certain limitations to conduct 
major alterations on its façade.

 
Another credit could be achieved by optimizing 

the natural light. It has to reach at least 75 % of 
the total floor area. This will be used to obtain 
the natural light intensity of at least 300 lx. As 
mentioned previously, both classrooms have 
high openings. Theoretically, it could be a good 
treatment for daylight penetration. Unfortunately, 
due to glare and thermal problems, the openings 
are glazed with tinted glass and covered by internal 
blinds, which are usually closed on daily activities. 
The minor treatment is to propose a higher 
illuminance level. Tinted glass could be replaced 
by low-E glass. Based on the previous benchmark, 
an automatic curtain is suggested. To overcome 

glare and thermal problems when the window is 
opened, reflective light shelves are proposed. The 
treatments proposed are then simulated by using the 
software Velux 3.0.22. The result is illustrated in 
Figure 13 and Figure 14. The red area showed a 
higher illuminance level which could reach 600 lx 
and gradually decreasing towards the center of the 
room, reaching 300 lx.

 
3.2.4	 Proposed Methods and Recommendations

Table 3 shows the enhancement strategies and the 
comparison between the previous and proposed 
methods, which indicates the advantages of the 
proposed methods to create energy efficiency and 
comfortability to the users. The Lighting Power 
Density and Control and Visual Comfort criteria 
can be achieved to improve the lighting condition 
of the studied buildings. However, the Outside 
View and Daylight criteria could not be fulfilled 
due to no proposed treatment conducted since both 
buildings are heritage-listed.

To show the difference between before and 
after the proposed treatment, the credit comparison 
of the previous condition and the proposed methods 
is shown in Table 4. 

This research provides the suggestion for the 
Greenship rating assessment. Figure 15 shows the 
process flowchart that is developed as a reference 
for lighting designers as well as for the lighting 
assessors. 

The practical application of this research is not 
only for heritage buildings but can also be applied 
with suitable modifications in campus buildings, 
assisted by a good energy management system. [17, 
18]. That way, the future research direction will be 
easier to develop into the concept of ICT-based 
energy security for smart cities with the support of 
smart-grid technology.

 
4.   CONCLUSION

The adaptive reusing building is a common 
practice to preserve a building with high significant 
value. However, there are many considerations 
and limitations when it comes to change to a 
new purpose. This research was conducted in 
two heritage schools which also adaptive reused 
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Table 3. Strategies Comparison of previous condition and the proposed methods 

 

Criteria 

Before After 

Strategies 
Strategies 

(Proposed Methods) 

Application in this 

Research 

Lighting Power 

Density and Control 

Based on SNI, low wattage 

lamp types 

20 % to 60 % savings in lighting systems (low 

wattage, high flux, high efficacy), 100 % 

electronic ballast, integrated lighting sensor 

and/or integrated occupancy sensor, and/or 

individual control to save energy. 

40 % to 42 % savings in the 

lighting system, 36 W, 2 850 

lumens, 100 % electronic ballast, 

integrated lighting sensor and/or 

integrated occupancy sensor 

and/or individual control to 

save energy. 

Visual Comfort  < 150 lx Based on SNI Combination of artificial lighting 

and daylighting, produce 

illuminance level 361- 371 lx 

(SNI standard for classroom =                 

350 lx) 

Outside View and 

Daylight 

59 % to 68 % floor area 

directed horizontally to the 

outside view and 100 % area 

has illuminance level 

<105 lx in daylighting 

condition. 

Additional opening using low-E glass, an 

automatic curtain. 

No treatment is proposed since the 

studied buildings are heritage-

listed. 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Credit Comparison of previous condition and the proposed methods 

 

Criteria 

Before After 

Strategies Credits Strategies Credits 

Lighting 

Power 

Density and 

Control 

Based on SNI, low wattage lamp 

types 

3 40 % to 42 % savings in the lighting 

system, 36 W, 2 850 lumens, 100 % 

electronic ballast, integrated lighting 

sensor and/or integrated occupancy 

sensor and/or individual control to 

save energy. 

5 

Visual 

Comfort 

 < 150 lx 1 Combination of artificial lighting 

and daylighting produce illuminance 

level 361- 371 lx (SNI standard for 

classroom = 350 lx) 

3 

Outside 

View and 

Daylight 

59 % to 68 % floor area directed 

horizontally to the outside view and 

100 % area has illuminance level 

<105 lx in daylighting condition. 

0 No treatment is proposed since the 

studied buildings are heritage-listed. 

0 

 Total credits on the previous 

condition 

4 Total Credits on proposed methods 8 
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from the previous purpose. Two classrooms were 
assessed based on the lighting quality according to 
the Greenship Rating Tools. From the measurement 
conducted, it showed that the amount of light in the 
studied buildings was inadequate. The indoor light 
level was below the standard (350 lx). Moreover, 
according to the Greenship Interior Space lighting 
criteria, both classrooms only obtained 4 credits 
from the total 10 credits listed. Several strategies 
could be implemented in these buildings to obtain 
more credits on the criteria for lighting systems and 
the environment. Although the studied buildings 
are heritage-listed, the occupants’ visual comfort 
should not be neglected.

Further research can be applied by using the 
whole parameters of Greenship - Indoor Health 
and Comfort rating tool. The alterations of heritage 
building’s function will affect the occupants, 
particularly on their well-being and productivity. 

Further research on comprehensive criteria of 
Indoor Health and Comfort will reduce the risk for 
occupants’ dissatisfaction in an adaptively reused 
building, not only for indoor lighting but also for 
overall conditions related to indoor health and 
comfort.
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Daylight criteria could not be fulfilled due to no 
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modifications in campus buildings, assisted by a good 
energy management system. [17, 18]. That way, the 
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Abstract: In this research, specifically an electrical distribution system design of the proposed microgrid in a remote 
barangay, Brgy. Rogongon, in Iligan City, is presented. Due to limited access and limited-service electrical utility grid, 
about 10 % of the Philippine household population at a development disadvantage. Through the project, potential 
sites for hydropower and solar PV installations as well as distribution pathways were identified using Geographic 
Information (GIS). Household surveys were conducted to obtain the 5 yr projected load demand and the results are 
presented in thematic maps. The electrical distribution system of the microgrid was designed and simulated using Just 
Another Electrical Distribution Network Software (JAED.NS). The system simulation showed an acceptable 5.94 % 
estimated total system loss which implies that the designed electrical distribution system is feasible.

Keywords: Electrical Distribution, JAED.NS Software, Remote Rural Area, Renewable Energy, Thematic Map.

1.   INTRODUCTION 

In the Philippines, over 2 × 106 households do not 
have electricity, with limited access and limited 
service of only 4 h to 6 h d–1 [1], putting them at 
a developmental. One of these areas is in Region 
X (Northern Mindanao) with 1 953 sitios remain 
unenergized [2]. These include sitios in Iligan 
City, particularly in Barangay Rogongon. The said 
barangay has the largest land area in the Iligan 
City with 35 555 ha and a population of  4 870 
[3]. Despite having the largest area it appears to 
be having a very low population density [4] and 
is 27.5 km away from the city proper [5] and is 
not yet connected to the electrical utility grid of 
Iligan City. This fact of the problem lies due to the 
limited access, services, and the lack of utility grid 
electrical connection.

Lately, the idea of microgrid has gained 
recognition turning modern power system expert 
attentions from centralized power generation 
to the microgrid system designed in two-way 
configuration; can deliver excess power into the 
electric utility grid as well as taking power from 
the grid and can operate completely separated (“off-
grid/islanded”) from the utility grid. [6, 7].

Because of the microgrids' capability to address 
energy access challenges, it is gaining popularity 
especially in remote rural area regions where high 
Potential renewable energy sources are available. 
Renewable energy sources are now recognized 
globally as an important alternative option in 
supplying electrical loads of microgrids because 
of their lesser operating cost, unlike conventional 
energy. sources [8–10].

This study aims to optimally design the 
Barangay Rogongon Microgrid. Specifically, 
this would accomplish the following: determine 
the load demand profile of the selected sitios of 
Barangay Rogongon; develop a thematic map of 
load demand using Geographic Information System 
(GIS) and design the electrical distribution system 
using JAED.NS software. 

2.   MATERIALS AND METHODS

2.1  Study Area

Barangay Rogongon represents about 44 % of the 
total land area of Iligan City, Philippines.  It is 
situated in the remotest part of Iligan and majority 
of the inhabitants in the barangay are Indigenous 

Proceedings of the Pakistan Academy of Sciences:	  Pakistan Academy of Sciences
A. Physical and Computational Sciences: 58(S): 21-28 (2021)
Copyright © Pakistan Academy of Sciences
ISSN (Print): 2518-4245; ISSN (Online): 2518-4253
http://doi.org/10.53560/PPASA(58-sp1)729

Special Issue: Innovation in Electrical Engineering, Information Technology and Renewable Energy for Welfare 



households were mapped using Just Another 
Electrical Distribution Network Software (JAED.
NS). Also, analytic processes like fault analysis and 
load flow were executed using the JAED.NS. 

Household surveys were conducted to 
determine the 5 yr projected energy demand. With 
the survey data, an energy assessment [13] was 
carried out to determine the general patterns of 
electricity consumption and hence, management 
of electric load demand. Also, thematic maps using 
GIS were produced based on the energy demand 
per sitio. 

In designing the electrical distribution system of 
the microgrid, the requirements and specifications 
of all components such as the solar PV system 
equipment, wires, poles, and transformers were 
determined. 

After data preparation and system design 
determination, simulations were then carried out 
using the aforementioned electrical distribution 
software. The designed electrical distribution 
system of Barangay Rogongon, Iligan City, was 
modeled and necessary system adjustments were 
made. System load flow was carried out as well 
wherein the voltages, currents, and real and 
reactive power flows in the system under given load 

People (IP), specifically “Higaunons”. Majority 
of the area still has no access to electricity from 
the present grid, which is a major hindrance to its 
economic development. The study area is composed 
of five selected sitios in the barangay (Figure 1) 
[11].  

2.2  System Design and Simulation 

The Microgrid Electrical Power System is 
composed of three parts as the Generation System, 
Transmission System, and the Distribution System. 
For the generation system, two renewable energy 
sources were considered, hydro and solar. 

Through the Department of Science and 
Technology (DOST) – funded project of Mindanao 
State University – Iligan Institute of Technology 
(MSU-IIT) entitled “Techno-Economic Feasibility 
Study of a Microgrid in a Remote Community”, 
potential sites for hydropower and solar PV 
installation were identified using GIS and Multi-
Criteria Decision Making (MCDM) [11]. 

For the transmission system, the least-cost path 
from the identified sites to load centers was adapted 
from the GIS Spatial Analyst-based Transmission 
line routing [12]. Along with the transmission 
pathway, the hydropower site, solar-PV site, and Tahud et al. 

 

 

 

Fig. 1. Map of Barangay Rogongon, Iligan City  
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conditions were determined. 

Fault analysis was also included which is 
an important consideration in any power system 
planning, protection equipment selection, and 
overall system reliability assessment. Different 
fault conditions were simulated and the values of 
short circuit currents were determined.

3.   RESULTS AND DISCUSSION

3.1  Load Demand

Based on the conducted household surveys on the 
five sitios involved in the study, the load demand for 
the first five years is shown in Table 1 and Figure 2.  

3.2  Thematic Map

From the data gathered during the conduct of 
household surveys, houses were geotagged and 
mapped using the ArcGIS platform. Figure 3 shows 
one of the thematic maps generated based on the 
identified households’ load demand profile for 
the fifth year. As shown, Sitio Salingsing has the 
greatest demand while Sitio Malagsum shows the 
lowest.
 
3.3  Electrical Distribution System of Barangay 	
       Rogongon

Figure 4 shows the electrical distribution system of 
Barangay Rogongon overlaid in Google Earth, with 
hydro and solar as renewable sources of energy. 
Included as input data were parameters such as 
transformer profile, types, and size of distribution 
line wires, pole structure, and load audit of all five 

sitios.

3.4  Load Flow and Fault Analysis

The designed electrical distribution system consists 
of one substation transformer, one generator, six 
distribution transformers, 109 distribution poles, 
12 secondary poles, and 45 households. Load flow 
analysis was performed as part of the simulation, 
wherein important data such as voltages, currents, 
and real and reactive power flows in the system 
under given load conditions were determined.     
Figure 5 shows the simulation results. 

A feature of JAED.NS called net tracer was 
used to inspect line connections. As shown in 
Figure 5, there is no red mark on the wire lines 
and transformer. This indicates that the system 
is balanced and not overloaded. Furthermore, 
simulation results showed an acceptable 5.94 % 
estimated total system loss. Also, the voltage profile 
showed the line voltage at the downstream bus of 
Salingsing to be 12.725 kV. Voltage variation at this 
bus is 7.79 % which is within the 10 % tolerance on 
voltage as stipulated in the Philippine Distribution 
Code. 

Figure 6 (a to d) shows the sub-transmission line 
load curve, distribution line load curve, underbuilt 
line load curve, and secondary service drop line load 
curve, respectively. A pattern can be seen in these 
four graphs wherein the line load curve fluctuates 
in the peak hour of the system. During these peak 
hours, consumers tend to use different appliances at 
the same time thus increasing the electrical demand 
per household. Other important information was 
derived from the simulation results such as the 
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simulated and the values of short circuit currents were 
determined. 

 

Table 1. Load Demand Profile 
Sitio  

Name 
Max demand in 

Year 1 (VA) 
Max demand in 

Year 2 (VA) 
Max demand 

in Year 3 
(VA) 

Max demand 
in Year 4 (VA) 

Max demand 
in Year 5 (VA) 

Malagsum 1 504.67 1 518.79 1 518.79 1 518.79 1 518.79 
Gabunan 12 888.85 14 342.38 16 384.23 16 869.14 16 869.14 

Libandayan 3 710.52 4 884.49 5 936.10 7 044.28 7 044.28 
Languisan 3 441.48 3 441.48 3 441.48 3 857.21 3 857.21 
Salingsing 8 150.51 8 283.69 15 866.52 15 866.52 17 001.36 

Unspecified 
Sitios 

8 385.58 8 947.65 9 378.42 9 378.42 12 577.46 

 

   
 
Fig. 2. Comparison of Load Demand Profile for 5 yr. 
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3.4 Load Flow and Fault Analysis 

The designed electrical distribution system consists of  
one substation transformer, one generator, six 
distribution transformers, 109 distribution poles, 12 
secondary poles, and 45 households. Load flow 
analysis was performed as part of the simulation, 
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Fig. 5. Simulation Result for Hydro and Solar Distribution System of Brgy. Rogongon

Table 2:  Voltage Profile of Rogongon Distribution System 

Bus Name Line Voltage (kV) Bs Name Line Voltage (kV) 

Reference 13.800 Libandayan 12.738 

Malagsum 12.761 Languisan 12.729 

Gabunan 12.741 Salingsing 12.725 
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A feature of JAED.NS called net tracer was used to 
inspect line connections. As shown in Fig. 5, there is no 
red mark on the wire lines and transformer. This 
indicates that the system is balanced and not 
overloaded. Furthermore, simulation results showed an 
acceptable 5.94 % estimated total system loss. Also, the 
voltage profile showed the line voltage at the 
downstream bus of Salingsing to be 12.725 kV. 
Voltage variation at this bus is 7.79 % which is within 
the 10 % tolerance on voltage as stipulated in the 
Philippine Distribution Code.  
Table 2 shows the summary of the voltage profiles of 
the Rogongon Distribution System. 

Table 2:  Voltage Profile of Rogongon Distribution 
System 

Bus Name 
Line 

Voltage 
(kV) 

Bs Name 
Line 

Voltage 
(kV) 

Reference 13.800 Libandayan 12.738 
Malagsum 12.761 Languisan 12.729 
Gabunan 12.741 Salingsing 12.725 
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(c) 

 

(d) 

Fig. 6. Information derived from the simulation results 
showing: (a) Subtransmission Line Load Curve; (b) 
Distribution Line Load Curve; (c) Underbuilt Line Load 
Curve; and (d) Secondary Service Drop Line Load. 

Figure 6 (a to d) shows the sub-transmission line 
load curve, distribution line load curve, underbuilt line 
load curve, and secondary service drop line load 
curve, respectively. A pattern can be seen in these four 
graphs wherein the line load curve fluctuates in the 
peak hour of the system. During these peak hours, 
consumers tend to use different appliances at the same 
time thus increasing the electrical demand per 
household. Other important information was derived 
from the simulation results such as the design for 
switch gears, setting of relays, and stability of system 
operation. 
 

4.   CONCLUSION 

In this study, the 5-year expected load demand of the 
five unelectrified sitios in Barangay Rogongon Iligan 
City were obtained and thematic maps were created 
using GIS. The electrical distribution system of the 
proposed Microgrid System was designed and 
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Fig. 6. Information derived from the simulation results showing: (a) Subtransmission Line Load Curve; (b) Distribu-
tion Line Load Curve; (c) Underbuilt Line Load Curve; and (d) Secondary Service Drop Line Load.
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design for switch gears, setting of relays, and 
stability of system operation.

4.   CONCLUSION

In this study, the 5 yr expected load demand of 
the five unelectrified sitios in Barangay Rogongon 
Iligan City were obtained and thematic maps were 
created using GIS. The electrical distribution system 
of the proposed Microgrid System was designed 
and simulated. After series of modifications, testing, 
and simulations, the distribution system resulted in 
an estimated 5.94 % total system loss. The system 
loss is well within acceptable range which implies 
that the designed electrical distribution system for 
Barangay Rogongon is feasible.
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Abstract: This paper presents fog-based intelligent transportation systems (ITS) architecture for traffic light 
optimization. Specifically, each intersection consists of traffic lights equipped with a fog node. The roadside unit (RSU) 
node is deployed to monitor the traffic condition and transmit it to the fog node. The traffic light center (TLC) is used to 
collect the traffic condition from the fog nodes of all intersections. In this work, two traffic light optimization problems 
are addressed where each problem will be processed either on fog node or TLC according to their requirements. 
First, the high latency for the vehicle to decide the dilemma zone is addressed. In the dilemma zone, the vehicle may 
hesitate whether to accelerate or decelerate that can lead to traffic accidents if the decision is not taken quickly. This 
first problem is processed on the fog node since it requires a real-time process to accomplish. Second, the proposed 
architecture aims each intersection aware of its adjacent traffic condition. Thus, the TLC is used to estimate the total 
incoming number of vehicles based on the gathered information from all fog nodes of each intersection. The results 
show that the proposed fog-based ITS architecture has better performance in terms of network latency compared to 
the existing solution in which relies only on TLC.

Keywords: Fog Computing, Reduce Gas Emission, Road Safety, Smart City

1.   INTRODUCTION 

Intelligent transportation systems (ITS) has been 
becoming a key aspect to realize the concept of 
Industry 4.0 and smart city [1, 2]. ITS can bring 
logistic systems into more efficient. In terms of 
smart cities, ITS can enhance road safety and 
lower gas emission [3, 4]. Currently, most ITS 
architectures are based on cloud computing [5]. 
In ITS, the network should be reliable and the 
task should be processed in real-time. Thus, it is 
still challenging to design an optimal ITS with the 
current architectures.

Although cloud computing offers some 
advantages for ITS, its approach naturally conflicts 
with the principles of ITS. For instance, cloud 
data centers are generally remote, leading to an 
unacceptable transmission latency. Alternatively, 
fog computing can outperform conventional cloud 
computing, as it brings the cloud closer to the edge 
(e.g., end-users and devices) to provide low latency 

and location awareness for the target systems          
[6, 7]. Therefore, fog computing can be suitable for 
handling ITS communications and processes [8].

There have been extensive researches on 
ITS. However, only a few address fog-based ITS 
architecture. The researchers surveyed the role 
of big data analytics to improve the efficiency of 
fog-based ITS [9]. Some researchers proposed 
a fog-based system for vehicular ad hoc network 
(VANET) smart mobility applications [10]. The 
authors in [11] propose the integration between 
fog and cloud to enhance the performance of IoT 
applications, such as smart traffic [12]. Different 
from the mentioned works, in this paper, the authors 
propose a fog-based architecture to solve traffic 
light optimization problems.

The first problem is the dilemma zone problem. 
In this problem, the vehicle is located between the 
should-go and the should-stop zone. When the 
vehicle is in this zone, the vehicle may hesitate 
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2.   PROPOSED FOG-BASED ITS   
      ARCHITECTURE

The proposed fog-based architecture consists of 
three layers which are edge, fog, and cloud layer. 
The RSU nodes are located in the edge layer. 
The fog layer comprises traffic lights equipped 
with a fog node. A fog node can be a switch or 
router which has an adequate computational 
capability to perform the task. The Cloud layer, as 
mentioned above, consists of TLC. The wireless 
communication link is used to connect between the 
edge and fog layer. The communication between the 
fog and cloud layer is provided through broadband 
communication links since it has longer distances. 
As for the communication between RSU and the 
vehicle, it could use a vehicle to infrastructure (V2I) 
communication protocol in which the problem of it 
is out of this paper scope.

Consider an intersection road that consists of 
traffic lights such as depicted in Figure 1. These 
traffic lights are equipped with a fog node. Each 
traffic light can communicate to the other through 
a fog node. We assume that the traffic light only 
able to communicate to each other inside of their 
domain. The reason lies in the distance between 
intersections that varies in reality. It thus not feasible 
to connect each intersection domain by using only 
fog nodes. Also, the RSU is considered as a node 
to gather the current zone location and speed of the 
vehicle. We deploy three RSU nodes (e.g., G-RSU, 
Y-RSU, R-RSU) on the side road where each node 
only responsible to monitor its zone. For instance, 
G-RSU, YRSU, and R-RSU nodes only responsible 
to gather the traffic information that are located in 
the should-go, dilemma, and should-stop zone 
respectively. Furthermore, we also consider TLC 
to connect each of intersection domain. The TLC 
has a similar functionality with the cloud server in 
which is used to store the global information of the 
intersection. It makes each intersection aware of the 
other intersections’ traffic conditions. The traffic 
light scheduling is also implemented by using an 
algorithm that proposed in our previous work [1].

Second, this paper considers each intersection 
aware of its adjacent. The TLC is used to process 
the estimation number of incoming vehicles based 
on the gathered traffic information of the fog node. 
Then, the estimation results will be transmitted 

to take action whether to accelerate or decelerate. 
Furthermore, the vehicle will be more confused 
when the traffic light is shown a yellow sign and at 
the same time, the vehicle is in the dilemma zone. 
This condition may lead to serious traffic accidents. 
Thus, we consider deploying fog node on each 
traffic light to overcome this problem. The roadside 
unit (RSU) node is used to collect the current traffic 
information (e.g., vehicle’s position and vehicle’s 
speed) and transmit it to the fog node. Then, the 
fog node will estimate and determine the traffic 
light scheduling based on the gathered information 
from RSU nodes. Further, they choose fog node 
to execute this process because it requires to be 
processed in real-time. 

The second problem is to make each intersection 
able to estimate incoming number of vehicles from 
its adjacent intersection. We consider the traffic 
light center (TLC) to perform the task of this 
problem. Specifically, the TLC gathers and stores 
the information such as total number of vehicles 
that is passing by on each road of intersection from 
the fog nodes. Then, TLC will use these gathered 
information to estimate the total number of vehicles 
that will come to the adjacent intersection. Finally, 
the TLC will transmit the estimation results of 
incoming vehicles to each respected fog node in 
the adjacent intersection. Therefore, the adjacent 
intersection aware of the incoming traffic condition.

Based on the explanation above, the role of the 
fog node in the proposed architecture is to provide a 
real-time computation process to solve the dilemma 
zone problem. The TLC has similar functionality 
with the cloud server in which is used to store the 
global information of the intersection. It makes 
each intersection aware of the other intersections’ 
traffic conditions. Moreover, it is expected that the 
proposed method has better performance in terms of 
network latency compared to the existing solution 
in which relies only on TLC. As for the TLC, it is 
used to estimate the incoming number of vehicles 
for each intersection. Furthermore, the role of the 
RSU node is only for providing the current traffic 
condition. Since the RSU node has a computation 
constraint, then the collected traffic conditions 
information will be transmitted and processed 
on the fog node in which has more capability to 
conduct the computation process.
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to each fog node in the adjacent intersection. 
Particularly, we assume there are two lanes on the 
road which are lane a and b. Each vehicle on these 
lanes may take a left turn, a right turn or a straight 
forward. The TLC table is used to estimate the 
total vehicle numbers on each lane of the adjacent 
intersection. Each fog node will transmit the total 
number of vehicles and store it in the TLC table. 
As shown in Table I, Fog ID, Lane ID, and Number 
of Vehicles in the TLC table represent the location 
of fog node, lane information, and a number of 
vehicles in the lane of respected Fog ID. For 
instance, fog node 3 in Domain 1 is given Fog3-1 
as its Fog ID. The lane information of Fog3-1 is 
denoted by Fog3-1a and Fog3-1b. And the number 
of vehicles in each lane is stored in the number of 
vehicles column. This information, later on, will 
be used to estimate the number of vehicles for the 
adjacent intersection.

Based on Figure 1. There are a total of 20 
vehicles in fog3-1, 20 vehicles in fog4- 1, and 10 
vehicles in fog 2-1. Then, it can get a total of 50 
vehicles in Domain 1. The TLC will estimate the 
number of vehicles for the adjacent intersection 
which is located in Domain 2. The process of 

estimation number can be expressed as Equation 
(1) and Equation (2) 

As mentioned above, the total number of 
vehicles in Domain 1 is 50 vehicles. Then, TLC can 
estimate the current volume of each lane in Fog3-2 
as Equation (3) and Equation (4)

where the TLC can estimate the volume of other 
sections in Domain 2 by using the same mechanism.

3.   DELAY ANALYSIS OF FOG-BASED ITS 
      ARCHITECTURE

Taking a situation of intersection road where 
different total number of vehicles passing by at each 
section. At first, RSU gathers real-time data based 
on the current condition of the traffic. Each traffic 
light waits for the incoming data gathered from 
the RSU. Then, the data will be processed on the 
fog node for the traffic light scheduling. There is a 
condition where the fog node should offload the task 
to an available node due to the computation storage 
constraint. In this case, the distributed computing 
mechanism is needed to avoid congestion on the 
fog node. It denotes this case as the worst case and 
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is considered as for our future work. Finally, the 
traffic light optimization results will be transmitted 
to the TLC for the global information of intersection. 
Therefore, this research illustrates all of these 
processes as a weighted undirected graph G = (V, 
E) such as depicted in Figure 2.

In Figure 2, the vertex set of V = {TL1, TL2, 
TL3, TL4, TLC}, where vertex TLi and TLC denote 
the fog node in each traffic light of an intersection 
and TLC respectively. Meanwhile, the edge set of   
E = {eTL1,TL2, ..., eTLi,TLj, eTLj,TLC}, where 
each edge eTLi,TLj and eTLj,TLC represent the 
wireless communication link among fog nodes and 
between fog node and TLC respectively. The weight 
of each edge denoted by WTLi, WTLj represent 
the communication latency between fog node TLi 
and fog node TLj. The weight of WTLj , WTLC 
denotes the communication latency between fog 
node TLj and TLC. Also, CTLi and CTLC express 
the computing capacity of each fog node and TLC 
respectively.

From the above scenario, the service latency 
for processing the traffic light optimization task on 
each fog node can be derived as Equation (5)

where      denotes communication latency of 
RSU.          denotes the computation latency of the 
traffic light optimization process on the fog node 
TLi.

Furthermore, this research considers the 
transmission latency under the stop-and-wait 

ARQ protocol. In general, the stop-and-wait ARQ 
protocol is a basic approach to conduct error 
control in digital communications in which it offers 
error and flow control during the transmission. 
Hence, according to [13], the transmission latency 
of WTLi,TLj, and WTLj, TLC under stop and-wait 
ARQ protocol can be formulated as Equation (6) 
and Equation (7).

where DTLi and DTLC denote the task 
that transmitted to the fog node TLi and TLC 
respectively. ri and rc denote the transmission 
rate of the link eTLi,TLj and eTLj,TLC. PeTLi and 
PeTLC express the packet error rate of the link 
eTLi,TLj and eTLj,TLC.

In summary, it can be denoted the delay of the 
proposed fog-based ITS architecture as Equation 
(8) and Equation (9)

4.   PERFORMANCE EVALUATION

To verify the proposed fog-based ITS architecture, 
we evaluated the latency in service from the system 
model that is shown in Figure 1 by using Equation 
(9). The simulation parameters and metrics are 
presented in Table 2. According to [14], the delay 
between IoT nodes (i.e., RSU) and its corresponding 
fog node, among fog nodes, and between fog nodes 
and cloud (i.e., TLC) are uniformly distributed 
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condition of the traffic. Each traffic light waits for the 
incoming data gathered from the RSU. Then, the data 
will be processed on the fog node for the traffic light 
scheduling. There is a condition where the fog node 
should offload the task to an available node due to the 
computation storage constraint. In this case, the 
distributed computing mechanism is needed to avoid 
congestion on the fog node. It denotes this case as the 
worst case and is considered as for our future work. 
Finally, the traffic light optimization results will be 
transmitted to the TLC for the global information of 
intersection. Therefore, this research illustrates all of 
these processes as a weighted undirected graph G = (V, 
E) such as depicted in Figure 2. 
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{eTL1,TL2, ..., eTLi,TLj, eTLj,TLC}, where each edge 
eTLi,TLj and eTLj,TLC represent the wireless 
communication link among fog nodes and between fog 
node and TLC respectively. The weight of each edge 
denoted by WTLi, WTLj represent the communication 
latency between fog node TLi and fog node TLj. The 
weight of WTLj , WTLC denotes the communication 
latency between fog node TLj and TLC. Also, CTLi and 
CTLC express the computing capacity of each fog node 
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Table 2. According to [14], the delay between IoT 
nodes (i.e., RSU) and its corresponding fog node, 
among fog nodes, and between fog nodes and cloud 
(i.e., TLC) are uniformly distributed between U[1, 2], 
U[0.5, 1.2], and U[15, 35] ms respectively. Also, it sets 
100 Bytes of network length for the task of the first 
problem, and 500 Bytes for the task of the second 
problem. This research implemented the proposed fog-
based ITS architecture in iFogsim [15] where it is used 
to describe the network topology and simulate tasks 
throughout the simulator. The simulation tests were 
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between U[1, 2], U[0.5, 1.2], and U[15, 35] ms 
respectively. Also, it sets 100 Bytes of network 
length for the task of the first problem, and 500 
Bytes for the task of the second problem. This 
research implemented the proposed fog-based ITS 
architecture in iFogsim [15] where it is used to 
describe the network topology and simulate tasks 
throughout the simulator. The simulation tests 
were running in the desktop computer equipped 
with an Intel Core i5-4690 processor, 16 GB of 
RAM, and Microsoft Windows 10. Furthermore, 
the researchers tested the proposed fog-based ITS 
architecture with two different vehicles scenarios 
which are 30 and 60 cars. 

Following in Figure 3, the proposed fog-
based ITS architecture can overcome TLC-based 
architecture in terms of latency when it executes the 
first problem task. There is a correlation between 
the latency and the number of cars. In conventional 
TLC-based architecture, the latency increased in 
proportion with the increase of the car’s number. 

However, It is recommended that the proposed TLC 
architecture should be able to maintain the latency 
when it was subjected to different scenarios. 
 

The proposed fog-based ITS architecture can 
achieve latency around 14.74 ms even when 30 cars 
appeared in the simulation scenario. On contrary, 
the TLC-based architecture obtains around 104.43 
ms with the 30 cars that have appeared. When 
the number of vehicles is increased to 60 cars, 
the fog-based architecture is still able to maintain 
its network performance with obtained latency 
of around 15.64 ms. The TLC-based architecture 
achieves 108.32 ms which significantly higher 
than the fog-based ITS architecture. Similarly, the 
proposed fog-based ITS architecture can overcome 
the TLC-based architecture when it executes the 
task of the second problem. The fog-based ITS 
architecture can achieve better latency in both 30 
and 60 cars scenarios compared to the TLC-based 
architecture.
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that the proposed fog-based ITS architecture has lower 
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proposed fog-based ITS architecture. It will also 
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5.   CONCLUSION

This research presents a fog-based ITS architecture 
for traffic light optimization. First, we introduce 
two traffic light optimization problems that this 
work wants to tackle. The first problem is executed 
on the fog node since it requires a real-time process 
to avoid serious accidents. Then, the estimated 
number of incoming vehicles is processed in the 
TLC. This is because all of the fog nodes in each 
intersection can be communicated to the TLC. It 
makes the TLC can gather the traffic information 
of each intersection. Finally, this research verifies 
the average latency in service of a simulated system 
by using several scenarios. This research found that 
the proposed fog-based ITS architecture has lower 
latency compared to the TLC-based architecture. 
In future work, it will analyze the throughput, the 
operational cost, and the energy consumption of the 
proposed fog-based ITS architecture. It will also 
investigate the efficient task distributed mechanism 
in the worst-case condition such as overcapacity on 
the fog node.
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Abstract: In this present era, power system delivery has to be reliable and sustainable. The growth of demands 
increasing the complexity of the power system operations. An interrupted power supply must not occur for any reason. 
Hence, the improvement of the controller and protection devices is mandatory. One of the unnecessary interruptions 
in the power system is a false trip due to the incorrect setting of the protection devices. Therefore, a method to classify 
the symptom of the power system based on the voltage, current, and frequency measurements is required. However, 
since there are a ton of maneuver options and fault types, the number of data becomes complex, enormous, and 
irregular. This is where deep learning takes place. This paper proposed the use of Convolutional Neural Networks 
(CNN) combined with Long-Short Term Memory (LSTM) to recognize the categorize the type of events in a medium 
voltage power distribution network. As CNN's models are great at decreasing frequency variation, LSTM is great for 
temporal modeling, we take benefit of CNN's and LSTM's complementarity in this study by integrating it into a unified 
architecture. The simulation results indicate that CNN and LSTM can recognize the symptoms in power system 
operation with accuracy up to 79 % with a total epoch 350.

Keywords: Artificial Intelligence-based Model, Deep Learning Algorithm,  Electrical Protection System, Energy 
Efficiency, Sustainable Power System 

1.   INTRODUCTION 

As far as the many appealing challenges faced by 
the industry today, the most critical part is to be able 
to compete in the market by figuring and shaping 
the new technology revolution. The successful 
technology revolution requires a support system. 
One of the most crucial parts is the power system.
It has been a common secret that everyone demands 
a reliable power system. When the blackout occurs, 
every second of the power outages leads to an 
economic loss in every business sector. To tackle 
this issue, the power system must be fortified with 

a defensive scheme that considers the possible 
fault. On the other hand, with the recent trends 
of distributed energy resources (DER), a lot 
of intermittent generators penetrate the system 
that might cause system instability [1–3]. The 
combination of a bunch of operation schemes 
and the possibility of distributed generator (DG) 
penetration equal with no shortage of challenges 
for the engineers.

A reliable and sustainable power system 
network means it has a ton of operation maneuvers 
and a dependable protection system. The operation 
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The study aims to fill the gap of providing 
timeless power system monitoring to witness the 
symptoms by planting an artificial intelligence-
based model in electrical protection devices 
(EPD). The EPD has to be able to determine what 
is happening in the system and decide the precise 
action to overcome the situation. This paper intends 
to show the opportunity of implementing a deep 
learning computation to solve a protection scheme 
problem in power system operations. It is known 
that deep learning has an undoubted performance 
in terms of image processing [10]. In this case, the 
pattern of data series based on the simulated power 
system events will be used as a feature to be extracted. 
Deep learning is based on the convolutional neural 
networks (CNN) since its powerful ability to 
recognize the pattern [11]. The objective is to use 
CNN to perform an event classification based on 
large data sets gathered in the operation of medium 
voltage power system distribution networks. 
Later, the CNN is combined with the long-short 
term memory (LSTM) technique to increase the 
accuracy of recognizing and classifying the power 
system distribution network symptoms.

2.   COMMON PROBLEM ON MEDIUM 
VOLTAGE POWER SYSTEM 
DISTRIBUTION NETWORK 

2.1  Fault and Fault-like Event in Power System

An event in the electrical system such as ground fault, 
phase fault, start or cease of electrical machines, 
and network topology changes has its symptoms. 
These symptoms are categorized based on the 
electrical parameter, i.e., frequency, current flow, 
and voltage. As an illustration, during the event of 
a short circuit fault, the closest source feeder relay 
to the fault location will experience a drop voltage 

and protection of the power system must work 
independently but with a correlated purpose. The 
false or unsafe operation during power system 
maneuver that might be caused by DER penetration 
[4], sudden load injection or rejection, networks 
topology variation, and a fault condition shall be 
anticipated by a proper protection system [5]. 
However, the protection system shall not limit the 
flexibility of power system operations. For this 
particular reason, a trade-off point is compulsory to 
achieve a robust power system [6]. An illustration 
regarding the correlation between power system 
operation and protection is presented in Figure 1.

As the electrical protection device, a relay 
works by comparing the reading value to a specific 
threshold and delay time before it trips the circuit 
breaker (CB) [7]. The relay must work to limit the 
interruption, diminish the damage of the component 
involved, and minimize the affected area. If the 
closest relay to the fault location cannot handle 
the situation, then it must be backup by another 
relay that has a greater time and more area banned 
from the system. The coordination of the relays 
constructs an electrical protection system.

The fault in the power system could be 
categorized into two types, i.e., series faults such 
as an open line condition and shunt faults such as 
the short circuit condition [8, 9]. It is very easy to 
distinguish the type of fault in a direct observation 
by witnessing the broken equipment or conductor. 
Per contra, if the fault is located in a remote area, 
then the observation-only can be proceeded by 
examining the electrical parameters, i.e., voltage, 
current flow, and frequency. Chiefly, it is impossible 
to witness every single piece of equipment on the 
system. This is where the protection device takes 
place.

 

 

or unsafe operation during power system maneuver that 
might be caused by DER penetration [4], sudden load 
injection or rejection, networks topology variation, and 
a fault condition shall be anticipated by a proper 
protection system [5]. However, the protection system 
shall not limit the flexibility of power system 
operations. For this particular reason, a trade-off point 
is compulsory to achieve a robust power system [6]. An 
illustration regarding the correlation between power 
system operation and protection is presented in  

 

Fig. 1. Reliable and sustainable power system is a 
result of an appropriate protection system and proper 
power system operations 
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power system monitoring to witness the symptoms by 
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electrical protection devices (EPD). The EPD has to be 
able to determine what is happening in the system and 

decide the precise action to overcome the situation. 
This paper intends to show the opportunity of 
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extracted. Deep learning is based on the convolutional 
neural networks (CNN) since its powerful ability to 
recognize the pattern [11]. The objective is to use CNN 
to perform an event classification based on large data 
sets gathered in the operation of medium voltage power 
system distribution networks. Later, the CNN is 
combined with the long-short term memory (LSTM) 
technique to increase the accuracy of recognizing and 
classifying the power system distribution network 
symptoms. 

This paper consists of a brief explanation of the 
power system circumstance in the industrial perspective 
on Section 2, followed by the experimental result and 
analysis on Section 3, and closed by a conclusion in 
Section 4. 

 

2. COMMON PROBLEM ON MEDIUM 
VOLTAGE POWER SYSTEM 
DISTRIBUTION NETWORK  

2.1 Fault and Fault-like Event in Power System 

An event in the electrical system such as ground fault, 
phase fault, start or cease of electrical machines, and 
network topology changes has its symptoms. These 
symptoms are categorized based on the electrical 
parameter, i.e., frequency, current flow, and voltage. As 
an illustration, during the event of a short circuit fault, 
the closest source feeder relay to the fault location will 
experience a drop voltage followed by increasing 
current flow and a higher frequency rate at the source 
site. Meanwhile, in the event of motor starting, the 
feeder may sense a dip voltage, surge current, and 
frequency drop. These two events are different even 
though the symptom of voltage and current is similar. 

The fault conditions require CB to trip while it is 
prohibited to trip during motor starting events. 
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of CB trip during the motor starting. This happens quite 
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followed by increasing current flow and a higher 
frequency rate at the source site. Meanwhile, in the 
event of motor starting, the feeder may sense a dip 
voltage, surge current, and frequency drop. These 
two events are different even though the symptom 
of voltage and current is similar.

The fault conditions require CB to trip while it 
is prohibited to trip during motor starting events. 
Somehow, due to an improper setting, there is a 
record of CB trip during the motor starting. This 
happens quite often in most petrochemical or oil-
and-gas companies [12]. The root cause is because 
the multi-function relay was installed with a default 
setting and not considering the in-rush condition. 
As a containment action, the engineer usually 
broader the setting or disabling to anticipate the 
drop voltage or the surge current during motor 
starting. This action comes with a risk that the relay 
may do not trip when the short circuit occurs during 
the start process. To validate this hypothesis, time-
series data is gathered using a commercial software 
called ETAP in a transient stability domain.

To set the simulation, the sequence of events 
is divided into three domains, which are: i) PRE-
event, ii) ON-event, and iii) POST-event [13]. To 
visualize these time domains, Figure 2 represents 
the voltage, frequency, and current measurements 
of a feeder that suffering a short circuit condition 
at t = +1 s. 

As shown in Figure 2, PRE-event denoted as 
the state where there is no switching condition. 
meaning to say, this domain happens before                  
t = 1 s and might be stated as the normal or basic 

condition. Meanwhile, ON-event just after the 
switching. In this domain, the event is happening 
without any controller react to overcome the 
events. The ON-event occurs at t = +1 s until any 
reactions or following events. Regarding that, the 
EPD must take action or decision during this time 
domain. The POST-event is any event that happens 
with regard to the previous events. It could be an 
opening of CB to clear the fault. However, in this 
POST event, there is a possibility that the system 
might go unstable or being stable. This condition 
is most likely depending on how long the time 
required of the CB to react.

2.2  Power System Network and The Protection   	
System

The simple system consists of two generators where 
one of them is considered as a distributed generator 
(DG). The main transfer bus of this system is an 
11 kV that is connected into four different feeders. 
Every feeder on this system is equipped with a relay 
that able to observe voltage (V), frequency (f), and 
current flow (I) in rms. The relay ID is namely A 
until F as shown in the single line diagram (SLD) 
Figure 3.

There are several loads connected to the main 
bus of 11 kV. However, this paper is focused on 
the 11 kV events only. Several situations that taken 
into consideration are i) normal condition, ii) three-
phase symmetrical (LLL) fault of phase a-b-c in    
11 kV, iii) line to line (LL) fault of phase a-b in 
11 kV, iv) line to ground (LG) fault of phase a-b 
in 11 kV, v) the event of DG outage, and vi) direct 
online (DOL) motor starting of 3 000 kW induction 

Fig. 2. The sequence of events in the power system on the perspective of voltage, frequency, and current flows
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machine. Those six situations will be simulated 
under several circumstances, such as the penetration 
of DG and the total load connected. 

2.3  Event Classification Based on Convolutional  
Neural Network (CNN)

2.3.1 CNN Architecture

Recently, Artificial Intelligence (AI) has witnessed 
a massive development that could bridge the divide 
between human and machine capacities. This field 
aims to allow computers to see the environment as 
people do, to interpret it in the same way, and even 
to use understanding for many functions such as the 
identification of images and videos, image analyses 
and classification, recommendation systems, 
linguist processing, etc. In power system generation 
with intelligent electricity meters increasing and 
the widespread use of power generation technology 
such as solar panels, we have much information 
on the use of electricity. This information is a 
multivariate time sequence of power that could 
be used in turn for modeling and even predicting 
future energy usage. The progress made in Artificial 
Intelligence (AI) by Deep Learning, mainly through 
one specific algorithm – Convolutional Neural 
Network (CNN), has been built and improved 
over the moment. CNN can learn characteristics 
from sequence information, assist multiple-variate 
information automatically, and able to immediately 
generate a multi-step forecasting vector [10]. A CNN 
is a deep learning algorithm capable of capturing 
input data, assigning significance (learnable 
weights and biases) to multiple aspects/objects, and 
being prepared to distinguish between them [14]                                                                                  
Figure 4 depicts the typical CNN block scheme that 
later will be used on the power system operations.

The fundamental objective in implementing 
deep learning is to eliminate the complicated and 
eventually restricting choice of features. The role 
of a convolutional layer can be articulated merely: 
it uses a three-dimensional quantity of data to 
generate a fresh three-dimensional quantity of data.
 

As shown Figure 5, illustrates the 3D 
convolution process used in CNNs, and input 
features are used for the convolution operation. The 
first convolution layer uses low-level characteristics 
like edges, rows, and angles. The input is N ×  N × 
D and is converted with H kernels, each of which 

is separately k × k × D. Convolution of with one 
kernel generates an output function and separately 
generates features map with kernels. Each kernel 
passes one element at a time from the top-left corner. 
One element will be moved down from the kernel 
and one item will be passed over again from left to 
right. This method is performed until the kernel hits 
the bottom-right corner. If input height and width 
are equal to 32 and the kernel value is 5, there will 
be 32 distinctive places from left to correct and 
32 distinctive places from top to upper that the 
kernel can hold. According to these locations, each 
function in the output will comprise 32 × 32 ((N-
k+1) × (N-k+1)) components. To be able to achieve 
a single component in a single output, multiplier 
activities between two components are input=(k × 
k × D) and kernel=(k × k × D) are needed for each 
place in the sliding window method.

 In Figure 6, the same color links are limited 
to having the same weight at all times. This can be 
achieved by initializing all the connections within 
a group with the same weights and by always 
averaging a group's weight updates before applying 
them at the end of each backpropagation iteration. 
This filter produces the output layer of the function 
map. A neuron is triggered in the feature map where 
a filter is identified at the respective place in the 
prior layer to contribute to its activities.

3.   RESULTS AND DISCUSSION

3.1 Data Gathering

As stated in Section 2.1. The most crucial part 
of the electrical circumstances is the ON-event. 
Therefore, by considering that the relay sampling is 
one cycle (equal to 20 ms for 50 Hz system) and the 
relay must react within five cycles, the data consist 
of five samplings construct by the PRE-event and 
ON-event as shown in Figure 7. 

Says there are five rows of data to be 
recognized by the CNN, then the first two data 
consist of the PRE-event data or the normal (basis) 
condition. When the event is occurring, there will 
be a deviation between the PRE and ON events. 
Using the SLD, as shown in Figure 3, the whole 
relay on the system is assumed able to measure the 
current, voltage the frequency. Each phase on every 
feeder will be measured regarding the voltage and 
current flows in rms value. While the frequency is 
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Fig. 3. Single Line Diagram (SLD) being used for the simulation and data gathering.
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measured only in a single phase. The illustration of 
data measurement is shown in Figure 8.

Generally speaking, there are two types of 
feeders in Figure 3. The upper side of the 11 kV bus 
might be called a source feeder while the lower side 
is the load feeder. Figure 9 shows the illustration 
of the current reading for the whole relay with a 
variety of conditions, as stated in Section 2.2. 
Moreover, Figure 10 shows the illustration voltage 
and frequency reading in accordance with the 
data counter. In total, there are 193 symptoms 
constructed based on the combination of the power 
system operations and events.

3.1.1 Current flow analysis

Relay A and B could be grouped as the source feeder 
relay. For this type of relay, it might be known from 
Figure 9a. and Figure 9b. that there is a tremendous 
current spike when the LLL fault is occurring. The 
other current surge occurs when there is a motor 
starting. Especially for Relay A, the minor current 
increase happens when the DG is falling to outage 
condition. For sure, on the other perspective, Relay 
B will sense the current drop, as shown in Figure 
9b. When the LG fault happens, both Relay A and 
B only sense a tiny deviation in terms of current 
reading.

Meanwhile, for Relay C and D that operate as a 
feeder type relay, the immense current drop occurs 
when the LLL fault is happening. This is due to 
there is no source feeding to the load during that 
occasion. A bit of current decrease happens during 
the motor starting. During the DG outage and LG 
fault, there is no current variation on the feeder line.
Relay E and F belong to an induction machine that 
operates on 2.4 and 11 kV. During the LLL fault, 

Fig. 7. Visualization of the data required to be trained 
in ANN

Fig. 8. Practical measurement data from the simulation
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hold. According to these locations, each function in the 
output will comprise 32 × 32 ((N-k+1) × (N-k+1)) 
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Fig. 9. Voltage (a) and Frequency (b) reading on each relay with a varied event in 11 kV bus: LG fault, LLL fault, DG 
Outage, and Motor Starting (MS). 
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Fig. 9. Voltage (a) and Frequency (b) reading on each 
relay with a varied event in 11 kV bus: LG fault, LLL 
fault, DG Outage, and Motor Starting (MS).  

both relays sense a huge current spike since the 
motor is acting as a generator that feeds the current 
to the fault location. A minor current spike happens 
during the motor starting while there is such a big 
difference in terms of current reading during DG 
outage and LG fault.

3.1.2	 Voltage analysis

Since all the relay is connected in parallel to the 
11-kV bus, the voltage reading of the all-six 
relays must be the same. It might be known from 

Figure 10.a. that the voltage collapse is immensely 
happening during the LLL fault. There is also a 
voltage collapse condition that happens during the 
motor starting, but not as severe as the LLL fault. In 
the event of a DG outage, the voltage reading shows 
if there is no deviation compared to the PRE-event 
condition. There is a minor increment of voltage 
during the LF fault.

3.1.3	  Frequency analysis

Similarly, to the voltage measurement, the frequency 
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reading only needs a one-perspective measurement 
since the system is fully synchronized. Figure 10.b. 
shows that the major frequency collapse happens 
when the DG outage. A minor frequency collapse 
also happening when there are a motor starting and 
the LG fault. Meanwhile, during the LLL fault, the 
frequency is increasing dramatically.

3.2 Training and Classification using CNN

3.2.1 Implementation of CNN

The network input is a 135 × 35 matrix that is 
considered as a single data channel. The first layer, 
C1, conducts four input conversions with 2 × 2 
kernels, creating four-function maps of size 133 × 
33. In the second layer, C2, execute 2 × 2 kernels. 
The information is rescaled to suit the Keras 
sequential model's three-dimensional input criteria. 
For a simple univariate model, the input form is 35-
time stages with one feature. In the convolutional 
layer, the sequence was not divided into several 
subsequences, but rather 32-time stages. Six 
neurons in the thick layer generate six outputs.
One of the popular Recurring Neural Network 
(RNN) models is LSTM. As shown in, the 
schematic of LSTM and σ denotes a sigmoid 
feature. There are three basic gates on LSTM: i) an 
input, ii) output and iii) a forget gate. The procedure 
operation between these three doors allows LSTM 
able to fix long-term dependencies which are not 
learned by particular RNNs.

 Both in Keras, a CNN-LSTM can be defined 
for training. A CNN LSTM can be described by 
bringing the first layer is CNN layers, and the 
second layer is followed by LSTM layers with a 
Dense layer at the output layer. It is helpful to think 
of this architecture as defining two sub-models. The 
CNN Model for features extraction and the LSTM 
Model for analysis of features over time phases. 
Figure 12 depicts the illustration of the feeding 
process from CNN to LSTM while the architecture 
based on CNN is summarized in Table 1. Figure 13 
shows the Keras sequential model.
 
3.2.2 Experimental Result

Figure 14 shows the experimental result of the 
proposed CNN to recognize the symptoms of power 
system operations. It might be known that the 
model with 200 epochs might reach 69 % accuracy, 
as shown in Figure 14.a. An increasing epoch up 
to 350 shows that there is an accuracy spike that 
reaches 79 % at epoch 275 as depicts in Figure 
14.b. This result later is confirmed by the heatmap 
of the dataset of features 1-35 (x-axis) with the 
value of each feature per row (y-axis) as shown in 
Figure 14.c. This indicates that CNN and LSTM 
can generalize and not just memorizing the pattern. 
Furthermore, this might be preliminary proof that 
CNN and LSTM might be helpful to supervise the 
power system operations.

Layer Kernel/Pooling Window Layer Size

Input - 1@135x35

Lstm (C1) [32@2x2] 32@133x33

Lstm (C2) [32@2x2] 32@122x31

Lstm (C3) [32@2x2] 32@110x9

Dense (P2) [6@2x2] 6@58

Full Out (F1) - 58

Table 1. CNN based architecture
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operations. It might be known that the model with 200 
epochs might reach 69 % accuracy, as shown in  
Fig. 13.a. An increasing epoch up to 350 shows that 
there is an accuracy spike that reaches 79 % at epoch 
275 as depicts in Fig. 13.b. This result later is 
confirmed by the heatmap of the dataset of features 1-
35 (x-axis) with the value of each feature per row (y-
axis) as shown in Fig. 13.c. This indicates that CNN 
and LSTM can generalize and not just memorizing the 
pattern. Furthermore, this might be preliminary proof 
that CNN and LSTM might be helpful to supervise the 
power system operations. 

 

(a) 

 

(b) 

 

(c) 

Fig. 13. Trial result of the CNN to recognize the 
symptoms of power system operations: (a) 200 epoch 
(b) 275 epoch, (c) heatmap dataset  

4. CONCLUSION  

The learning time would also improve proportionately 
if the conventional Neural Network (NN) were to be 
equal to a CNN, as the number of parameters would be 
much greater. With a significant reduction in 
parameters in a CNN, the learning period is reduced 
proportionately. In an ideal practice, a conventional NN 
might be built with the same performance as a CNN. A 
standard CNN-equivalent neural network would have 
more parameters that add to greater noise during the 
training stage. Therefore, the output of conventional 
CNN is always less efficient. In the future, it is 
expected that the expenditure of more time in a 
customized CNN architecture can result in an ideal 
model for the future task. Ensemble designs have 
shown that other classification activities are achieving 
stronger outcomes. Given that a model is better at 
rating specific event types, while its overall accuracy is 
low, multiple models can increase the classification 
performance. Lastly, the research was restricted to six 
events in power system operation with several kinds of 
circumstances of the case. A further kind of events and 
symptoms might be achieved by working with a greater 
number of the bus that could assist to develop stronger 
CNN models and produce precious fresh findings. 
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4.   CONCLUSION 

The learning time would also improve 
proportionately if the conventional Neural Network 
(NN) were to be equal to a CNN, as the number 
of parameters would be much greater. With a 
significant reduction in parameters in a CNN, 
the learning period is reduced proportionately. 
In an ideal practice, a conventional NN might 
be built with the same performance as a CNN. A 
standard CNN-equivalent neural network would 
have more parameters that add to greater noise 
during the training stage. Therefore, the output of 
conventional CNN is always less efficient. In the 
future, it is expected that the expenditure of more 
time in a customized CNN architecture can result in 
an ideal model for the future task. Ensemble designs 
have shown that other classification activities are 
achieving stronger outcomes. Given that a model is 
better at rating specific event types, while its overall 
accuracy is low, multiple models can increase the 
classification performance. Lastly, the research was 
restricted to six events in power system operation 
with several kinds of circumstances of the case. 
A further kind of events and symptoms might be 
achieved by working with a greater number of 
the bus that could assist to develop stronger CNN 
models and produce precious fresh findings.
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Abstract: Dyeing Finishing (DF) textile industries which consume a lot of energy, chemicals, water, etc., then 
produce a lot of wastewater which creates significant environmental problems, can be anticipated by applying Cleaner 
Production. This paper is presented to discuss the technical modification process of dyeing production machines, 
which reuse process wastewater to save water and energy consumption in the production process. For that reason, 
there are three steps taken. First, understand the process flow of the textile dyeing industry. Second, understand in 
detail the dyeing process of the Jet Dyeing (JD) machine. Third, implement steps on the floor, focusing on the JD 
machine, starting from the initial conditions until the third step. As a result, savings in water consumption per day 
for 10 JD machines were achieved by almost 50 %, with details; at the initial status 700 000 L, 600 000 L in the first 
step, 430 000 L in the second step, and finally 400 000 L in the third step. A similar action can be carried out in other 
processes, such as washing, de-sizing, or in other industries which also consume a lot of water and energy.

Keywords: Energy Efficiency,  Jet Dyeing, Waste and Water Management, Reuse Wastewater, Wastewater Treatment 
Plant, Water Efficiency.

1.   INTRODUCTION 

Sustainable development meets the needs of the 
present without compromising the ability of future 
generations to meet their own needs [1]. To increase 
awareness of global environmental problems, it is 

expected the wisely utilization of natural resources 
from all parties and sectors [2]. As an important 
natural resource, water faces a serious problem for 
its availability and quality [3] The industrial sector 
contributes to a major consumer of clean water 
resources as well as produces a lot of wastewater 
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systems to support the process, such as steam, 
electricity, water, compressed air, waste treatment, 
etc. Other wastes: are the results from start-ups 
and shutdowns, housekeeping, maintenance, etc. 
The textile industry, especially Dyeing Finishing 
(DF) consumes a lot of resources, such as energy, 
chemicals, and water during the process and 
produces a lot of wastewater contributing to 
environmental issues [7]. CP can be applied for DF 
focusing on the wet process in the Jet Dyeing (JD) 
machine. Reduction of water consumption with CP 
will reduce both the energy cost and also chemical 
cost.

CP has been widely studied and applied to the 
dyeing process in the textile industry to reduce 
water consumption and environmental impact. 
Lu et al. [8] combined a treatment system with 
two-stage anaerobic-aerobic treatment, biological 
aerated filter process (BAF), and membrane 
technology, resulting in the highest efficiency in 
terms of removal efficiency for COD, colour, and 
turbidity. Cesar da Silva et al. [9], conducted a 
survey and expert analysis for more than 100 large 
textile industries to established with data analysis 
structural equation modelling for hypothesis testing. 
They determined that cleaner production could give 
a good impact on operational, environmental and 
economic performance, as same as result, the same 
result has also been obtained by de Oliveira et al. 
[10]. 

Haji et al. [11] reviewed the effect of plasma 
treatment on surface modification of most used 
natural and synthetic fibres and the effects using 
natural dyes provide to reduce wastewater and 
toxic chemicals for CP. Fauzi et al. [12] analyzed 
the strategy to implement the CP concept in a batik 
industry by waste identified the dyeing, soaking, 
and rinsing processes were main contributors to 
the dye waste and suggested using natural dyes 
to minimized water pollution. Cinperi et al. [13] 
used composite wastewaters to treat the quality of 
reuse wastewaters in a pilot-scale MBR process 
and resulted in the high purification efficiency of 
textile wastewater. Núñez et al. [14] evaluated 
the electrocoagulation for efficient removal of 
pollutants in the industrial liquid waste with some 
variables to remove 86 % colour, 82 %   turbidity, 
and 59 % COD without a negative effect on the 
dyed fabric quality. Chiarello et al. [15] evaluated 

[4]. The industry should always be assessed the 
environmental performance from process and 
product perspectives. The manufacturing sector 
interprets it as a process that requires fewer 
resources and no waste produced. Waste is an 
unwanted product or damage, defective during the 
manufacturing process.

Figure 1 shows the basic concept of action 
to reduce energy and water consumption [5]. 
As shown in Figure 1(a), to collect and interpret 
technological innovation, the data is distinguished 
between technical and organizational innovations. 
Technical innovations are divided into product and 
process. Process innovations focus to reduce input 
with a given amount of output. Product innovations 
improve goods and services by developing new 
goods. Organizational innovations apply to total 
quality management. Cleaner Production (CP) 
refers to process-related into end-of-pipe and 
integrated technologies.

As shown in Figure 1(b), CP defines as the 
continuous improvement to reduce the utilization 
of air, water, land, to prevent pollution and to 
reduce the waste generation in the process, 
products, and services, to improve the efficiency, 
better environmental performance, and increase 
competitive advantage. In short, CP is the 
continuous application of an integrated preventive 
environmental strategy to processes and products 
to reduce risks to humans and the environment [6]. 
CP encompasses a thorough review of all aspects 
of business operations and identifies opportunities 
where improvements will help the business’s 
economy as well as the environment. CP avoids staff 
from undue accidents, increases the morale of staff, 
improves product compliance, prevents spills, and 
raises the business’s image amongst competitors. 
CP also creates awareness for pollution, wastes and 
emissions. 

Figure 1(c) shows a secondary source of waste 
generation as the excess energy required to process 
and treat any waste generated. In the manufacturing 
industry, there are three classes of waste. Process 
wastes, the most costly waste: are solid, liquid, 
vapour, and excess-energy-generated wastes from 
the lower-value feed materials to the higher-
value products. Utility wastes: are solid, liquid, 
vapour, and excess-energy wastes from utility 
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the number of reuse cycles of residual dyeing 
bath from reactive cotton dyeing treated with 
horseradish peroxide with 99 % colour removal. 
Forte and Prelog [16] evaluated the dye-house 
wastewater treatment with a flocculation method 
for re-use in further process, resulted in the high 
efficiency of dye-house wastewater treatment. Silva 
et al. [17] integrated two processes of a chemical-
electrochemical oxidation process with a cationic 
exchange process using marine macro-algae, 
resulted successfully reused in other wet processes. 
Chen [18] evaluated the model of 10 indicators of 
advanced treatment technology for printing and 

dyeing wastewater with the analytical hierarchy 
process (AHP), resulted in good consistency for 
further process.

Based on the literature review above, CP has 
been widely carried out in the textile DF industry 
in all processes, with the aim of environment, 
efficiency, etc. Most of the studies focus on 
restoring the condition of wastewater by chemical 
or biological processes to become water that meets 
production requirements. These two processes 
become separate production units supported by 
sophisticated technology, which requires a high 
initial investment and higher water treatment costs. 
However, not many papers have discussed in detail 
the technical steps taken. Also, no publication 
discusses the reuse of dyeing production 
wastewater directly with modifications and specific 
process strategies easily, quickly, and cheaply. The 
purpose of this paper is to discuss the technical 
modification process in dyeing machines, which 
reuse process wastewater to save water and energy 
in the production. 

2.   MATERIALS AND METHODS 

The method of research was based on the regular 
daily operational activities and floor observations 
in a textile dyeing finishing which process polyester 
and rayon fabric. There are several steps taken. 
First, understand the process flow of the textile 
dyeing industry. The textile industry is a very 
diverse sector in terms of raw materials, processes, 
products, and equipment. It can be categorized 
roughly into dry and wet processing. Dry processing 
includes yarn manufacturing, fabric weaving, and 
knitting. Wet processing is the most water, energy, 
and pollution-intensive, especially for cotton 
as natural fibre. Generally, the flow of the wet 
process for dyeing can be shown in Figure 2. The 
process of Singeing, de-Sizing, Washing, Boiling, 
and Bleaching is categorized as the Preparation 
process. Preparation aims to remove impurities and 
foreign matters, clean and modify the fabric for 
follow up processing or provide certain qualities 
for end-use. About half of the total pollution and 
a significant amount of wastewater from wet 
processing comes from preparation. The Dyeing 
process in the wet process to be the highest priority 
concern which may cause a major environmental 
problem with colour, BOD (10 % to 20 %), most 
metals, salts, COD (>30 %), high water and energy 
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Fig. 1. The basic concept of action,  
a). From the Environmental Innovations to Cleaner 
Production, b). From the Cleaner Production to impacts,  
c). Basic input-output the manufacturing industry [5]. 

Figure 1 shows the basic concept of action to reduce 
energy and water consumption [5]. As shown in Figure 
1(a), to collect and interpret technological innovation, 
the data is distinguished between technical and 
organizational innovations. Technical innovations are 
divided into product and process. Process innovations 

focus to reduce input with a given amount of output. 
Product innovations improve goods and services by 
developing new goods. Organizational innovations 
apply to total quality management. Cleaner Production 
(CP) refers to process-related into end-of-pipe and 
integrated technologies. 

As shown in Figure 1(b), CP defines as the 
continuous improvement to reduce the utilization of air, 
water, land, to prevent pollution and to reduce the 
waste generation in the process, products, and services, 
to improve the efficiency, better environmental 
performance, and increase competitive advantage. In 
short, CP is the continuous application of an integrated 
preventive environmental strategy to processes and 
products to reduce risks to humans and the environment 
[6]. CP encompasses a thorough review of all aspects 
of business operations and identifies opportunities 
where improvements will help the business’s economy 
as well as the environment. CP avoids staff from undue 
accidents, increases the morale of staff, improves 
product compliance, prevents spills, and raises the 
business’s image amongst competitors. CP also creates 
awareness for pollution, wastes and emissions.  

Figure 1(c) shows a secondary source of waste 
generation as the excess energy required to process and 
treat any waste generated. In the manufacturing 
industry, there are three classes of waste. Process 
wastes, the most costly waste: are solid, liquid, vapour, 
and excess-energy-generated wastes from the lower-
value feed materials to the higher-value products. 
Utility wastes: are solid, liquid, vapour, and excess-
energy wastes from utility systems to support the 
process, such as steam, electricity, water, compressed 
air, waste treatment, etc. Other wastes: are the results 
from start-ups and shutdowns, housekeeping, 
maintenance, etc. The textile industry, especially 
Dyeing Finishing (DF) consumes a lot of resources, 
such as energy, chemicals, and water during the process 
and produces a lot of wastewater contributing to 
environmental issues [7]. CP can be applied for DF 
focusing on the wet process in the Jet Dyeing (JD) 
machine. Reduction of water consumption with CP will 
reduce both the energy cost and also chemical cost. 

CP has been widely studied and applied to the 
dyeing process in the textile industry to reduce water 
consumption and environmental impact. Lu et al. [8] 

Fig. 1. The basic concept of action, a). From the Envi-
ronmental Innovations to Cleaner Production, b). From 
the Cleaner Production to impacts, c). Basic input-out-
put the manufacturing industry [5].
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consumed [10]. Jet Dyeing (JD) machine is one 
of the popular for dyeing which consumes a lot of 
water. Environmental performance of the dyeing 
process is very much related to specific water and 
energy consumption, dyestuff fixation (%), liquid 
ratio (LR), heavy metals, use of environmentally 
hazardous chemicals, and shading.

Second, understand in detail the dyeing process 
of the JD machine. It was started from the analysis 
of the dyeing process by collecting data from each 
machine base on the individual step of the process, 
these included characteristics of colour processed 
by a JD machine, water required, and water wasted 
by the machine and the most important thing is the 
colour quality which only can get a result from Lab 
Dips. 

 
Third, implement action on the floor. The 

actions are to understand the current process and 
status of water consumption. The first action was 
by utilizing the water used for cooling for the first 
dyeing process for a light colour. The second one 
was by utilizing the water used for Over Flow 2 
(OF2) for the first dyeing process for a dark colour. 
The third one was by utilizing the water used for 
Over Flow 1 (OF1) for the first dyeing process of 
black colour.

3.   RESULTS AND DISCUSSION

3.1 Pre-implementation 

There are 10 Jet Dyeing (JD) machines with a 
capacity of 300 kg of raw fabric per batch for 
different processes and colour allocation. The daily 
dyeing output is 25 000 m. The standard ratio of 
water to the fabric from each JD is 7 L kg–1 to                                         

10 L kg–1, depending on the technology. The total 
water consumption per batch for 10 JD machines 
is about 199 015 L or about 600 000 L d–1 with 
3.3 batches per machine d–1. The details of step 
dyeing, colour allocation, and water consumption 
for each JD machine can be seen in Table 1. The 
washing step is as same as the dyeing process with 
additional cleaning using loop fabric and additional 
cooling. The total water consumed for cleaning     
10 JD machines was 375 179 L. Since only 3.3 JD 
machines are washed daily, the water consumption 
is only 112 000 L. Table 2 shows the detailed step 
of washing and water consumption for each JD 
machine. 

The first step of dyeing is dyeing itself which 
some dark colours can be started with hot water. To 
keep the stability of colour to be processed, each 
machine has a special task of colour. JD1, JD2, 
JD3 are used to process the light colour. JD4 is a 
small machine that is intended to be a re-process 
machine. JD5 is to process the medium colour. JD6 
is to process the cationic colour. JD7 and JD8 are 
to process the dark colour. JD9 is to process the 
special colour and JD10 is to process the Black 
colour. JD1, JD2, JD3, JD6, JD7, JD8, JD9, JD10 
have a set volume of water for 3 000 L batch–1 

and JD4 and JD5 have a set volume of water for                               
1 850 L batch–1 and  7 000 L batch–1.

Comparing to machines with the same capacity 
of dyeing, JD10 with the black colour processed 
consumed of water 63 191 L per batch, more water 
than the other JD machine except for JD4 with small 
capacity and JD5 with double capacity. Comparing 
to the process, the cooling process consumed                                                  
56 740 L of water for 10 JD machines, more than 
the other process. The total water consumed for 
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base on the individual step of the process, these 
included characteristics of colour processed by a JD 
machine, water required, and water wasted by the 
machine and the most important thing is the colour 
quality which only can get a result from Lab Dips.  

 

Fig. 2. General wet process flow of the dyeing [19] 
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Table 1. Step dyeing, colour allocation, and water consumption of JD machines per batch 

JD Process Allocate 
L batch–1 

Dyeing 1 Cooling Over 
Flow 1 

Filling 
Over 

Flow 2 

Over 
Flow 2 Neutral Over 

Flow 1 

Filling 
Over 

Flow 2 

Over 
Flow 2 Out Total 

1 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

2 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

3 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

4 1/2 RC Repro 1 850 3 436 350 1 850 350 925 - - - 1 850 10 611 

5 1/2 RC Medium 7 000 13 000 5 000 7 000 5 000 3 500 - - - 7 000 47 500 

6 Non RC Cationic 3 000 5 571 1 000 3 000 1 000 - - - - 3 000 16 571 

7 RC Dark 3 000 5 571 1 000 3 000 1 000 3 000 - - - 3 000 19 571 

8 RC Dark 3 000 5 571 1 000 3 000 1 000 3 000 - - - 3 000 19 571 

9 RC Special 3 000 5 571 1 500 3 000 1 000 3 000 - - - 3 000 20 071 

10 RC Black DB 3 000 5 571 2 000 3 000 1 000 3 000 3 000 3 000 1 000 3 000 20 571 

Total 32 850 56 740 13 950 32 850 13 350 16 425 3 000 3 000 1 000 32 850 199 015 

 

Fig. 2. General wet process flow of the dyeing [19]
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all JD machines is 199 015 L for one batch. JD 
machines which used to process the light colour 
consumed less water than a darker colour. JD10 
which used to process the black colour consumed 
36 143 L of water and it means the highest water 
consumer comparing to the other JD machines. 
Comparing with each step, Cooling consumed 56 
740 L of water for 10 JD machines. 
 

Figure 3 shows the piping scheme of the initial 
status of water consumption in the dyeing process 
of JD machines. All the inlet water for all steps in 
the dyeing process is supplied only from the water 
treatment plant (WTP) and also all the outlet water 
for all steps was carried out to the wastewater 
treatment plant (WWTP). The total water consumed 
from WTP and water wasted to WWTP for one day 
operation for 10 JD machines was about 700 000 L 
(See Table 1 and Table 2).

3.2  After Implementation

Figure 4 shows the piping scheme of the first action 
of water consumption in the dyeing process of JD 
machines. The action is to utilize the cooling water 
as the input water into the dyeing process. The 
temperature of the water after used as cooling for 
the machine can achieve around 85 °C. Utilizing a 
higher temperature will save both time and energy. 
By the first action, the total water consumed from 
WTP and water wasted to WWTP for a one-day 
operation for 10 JD is about 600 000 L. It saves     
14 % of input from WTP.

Figure 5 shows the piping scheme of the 
second action of water consumption in the dyeing 
process of JD machines. The action was to utilize 
the outlet water of OF2 from JD1, JD2, and JD3 as 
the input water for JD7, JD8, and JD10. Because 

 

dyeing process by collecting data from each machine 
base on the individual step of the process, these 
included characteristics of colour processed by a JD 
machine, water required, and water wasted by the 
machine and the most important thing is the colour 
quality which only can get a result from Lab Dips.  

 

Fig. 2. General wet process flow of the dyeing [19] 

Third, implement action on the floor. The actions 
are to understand the current process and status of 
water consumption. The first action was by utilizing the 
water used for cooling for the first dyeing process for a 
light colour. The second one was by utilizing the water 
used for Over Flow 2 (OF2) for the first dyeing process 
for a dark colour. The third one was by utilizing the 
water used for Over Flow 1 (OF1) for the first dyeing 
process of black colour. 

  
3. RESULTS AND DISCUSSION 

3.1 Pre-implementation  

There are 10 Jet Dyeing (JD) machines with a 
capacity of 300 kg of raw fabric per batch for different 
processes and colour allocation. The daily dyeing 
output is 25 000 m. The standard ratio of water to the 
fabric from each JD is 7 L kg–1 to 10 L kg–1, depending 
on the technology. The total water consumption per 
batch for 10 JD machines is about 199 015 L or about  
600 000 L d–1 with 3.3 batches per machine d–1. The 
details of step dyeing, colour allocation, and water 
consumption for each JD machine can be seen in  
Table 1. The washing step is as same as the dyeing 
process with additional cleaning using loop fabric and 
additional cooling. The total water consumed for 
cleaning 10 JD machines was 375 179 L. Since only 
3.3 JD machines are washed daily, the water 
consumption is only 112 000 L. Table 2 shows the 
detailed step of washing and water consumption for 
each JD machine.  

The first step of dyeing is dyeing itself which some 
dark colours can be started with hot water. To keep the 
stability of colour to be processed, each machine has a 
special task of colour. JD1, JD2, JD3 are used to 
process the light colour. JD4 is a small machine that is 
intended to be a re-process machine. JD5 is to process 
the medium colour. JD6 is to process the cationic 
colour. JD7 and JD8 are to process the dark colour. JD9 
is to process the special colour and JD10 is to process 
the Black colour. JD1, JD2, JD3, JD6, JD7, JD8, JD9, 
JD10 have a set volume of water for 3 000 L batch–1 
and JD4 and  
JD5 have a set volume of water for 1 850 L batch–1and  
7 000 L batch–1. 

 

Table 1. Step dyeing, colour allocation, and water consumption of JD machines per batch 

JD Process Allocate 
L batch–1 

Dyeing 1 Cooling Over 
Flow 1 

Filling 
Over 

Flow 2 

Over 
Flow 2 Neutral Over 

Flow 1 

Filling 
Over 

Flow 2 

Over 
Flow 2 Out Total 

1 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

2 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

3 Non RC Light 3 000 4 149 700 3 000 1 000 - - - - 3 000 14 849 

4 1/2 RC Repro 1 850 3 436 350 1 850 350 925 - - - 1 850 10 611 

5 1/2 RC Medium 7 000 13 000 5 000 7 000 5 000 3 500 - - - 7 000 47 500 

6 Non RC Cationic 3 000 5 571 1 000 3 000 1 000 - - - - 3 000 16 571 

7 RC Dark 3 000 5 571 1 000 3 000 1 000 3 000 - - - 3 000 19 571 

8 RC Dark 3 000 5 571 1 000 3 000 1 000 3 000 - - - 3 000 19 571 

9 RC Special 3 000 5 571 1 500 3 000 1 000 3 000 - - - 3 000 20 071 

10 RC Black DB 3 000 5 571 2 000 3 000 1 000 3 000 3 000 3 000 1 000 3 000 20 571 

Total 32 850 56 740 13 950 32 850 13 350 16 425 3 000 3 000 1 000 32 850 199 015 
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9 RC Special 4 000 5 571 1 500 3 000 1 000 3 000 3 000 5 571 1 500 3 000 1 000 3 000 35 143 
10 RC Black DB 4 000 5 571 2 000 3 000 1 000 3 000 3 000 5 571 2 000 3 000 1 000 3 000 36 143 

Total 10 mc 42 850 56 740 13 
950 

32 850 13 350 32 850 32 850 56 740 13 
950 

32 850 13 
350 

32 
850 

375 
179 Total 3.33 mc d–1 12 855 17 039 4 189 9 865 4 009 9 865 9 865 17 039 4 189 9 865 4 009 9 865 112 
666 Comparing to machines with the same capacity of 

dyeing, JD10 with the black colour processed 
consumed of water 63 191 L per batch, more water than 
the other JD machine except for JD4 with small 
capacity and JD5 with double capacity. Comparing to 
the process, the cooling process consumed 56 740 L of 
water for 10 JD machines, more than the other process. 
The total water consumed for all JD machines is 199 

015 L for one batch. JD machines which used to 
process the light colour consumed less water than a 
darker colour. JD10 which used to process the black 
colour consumed 36 143 L of water and it means the 
highest water consumer comparing to the other JD 
machines. Comparing with each step, Cooling 
consumed 56 740 L of water for                      10 JD 
machines.  

 
Fig. 3. Piping scheme of the initial status 

Figure 3 shows the piping scheme of the initial 
status of water consumption in the dyeing process of JD 
machines. All the inlet water for all steps in the dyeing 
process is supplied only from the water treatment plant 
(WTP) and also all the outlet water for all steps was 

carried out to the wastewater treatment plant (WWTP). 
The total water consumed from WTP and water wasted 
to WWTP for one day operation for 10 JD machines 
was about 700 000 L (See Table 1 and Table 2). 

3.2 After implementation 

	 Reducing Energy and Water Consumption in Textile Dyeing Industry	 53



JD1, JD2, JD3 only process the light colour and the 
outlet water of its OF2 was tolerated from colour 
residue and after checking in the Lab Dips. It is safe 
to use for the dark colour as can be processed by 
JD7, JD8, and JD10. By the second action, the total 
water consumed from WTP and water wasted to 
WWTP for a one-day operation for 10 JD machines 
was 430 000 L. It saves 39% of input from WTP.  
 

Figure 6 shows the piping scheme of the third 
action of water consumption in the dyeing process 
of JD machines. This third action was the next action 
after the construction of the Hot Water Storage 2 
(HWS2) to be finished. There were two works for 
this third action. The first work was the actions to 
utilize the outlet water of OF1 from the light colour 
processed machine, which are JD1, JD2, and JD3 
as the input water for JD10 which specialized to 
process the black colour. The second work was 
the action to utilize the outlet water of OF2 as 
the cooling water for JD7, JD8, and JD10. The 
outlet water of JD7, JD8, and JD10 was stored in 
HWS2. According to the testing result in Lab Dips, 
especially for colour stability and colour fastness, 
there was no significant influence of colour stability 
and also fastness for the black colour. By the third 
action, the total water consumed from WTP and 
WWTP for a one-day operation for 10 JD machines 
was 400 000 L. It saves 43 % of input from WTP.

The more detailed results from the actions that 

have been carried out are summarized in Table 3. 
It clarifies the pipes at the inlet and outlet to the JD 
machine, as follows; WTP, HWS1, OF2, HWS2, 
and WWTP. Besides, it also explains the stages 
of quality inspection at; Lap Dips, Final Quality 
Control (FQC), JD Quality Control (JDQC). The 
control system of the inlet and outlet on the JD 
machines was carried out with a standard program 
before making changes, as well as with an adjusted 
program. 

Based on the results that have been obtained, 
there are three important things to discuss. First, 
understand the process and know where to 
save. The textile industry, especially for dyeing 
processing, consumes a lot of water and it also 
produces a lot of wastewater. The more water 
consumed will be the more wastewater produce, 
resulting in a more costly process both freshwater 
in WTP and wastewater in WWTP. Concerning the 
issue of environmental problems and also industry 
competitiveness, CP is one of the effective solutions. 
With the main process is dyeing itself which water 
is the main resource, CP can be started from this 
water demanded process. The most important to 
start CP in the dyeing process is by understanding 
the characteristic of colour to be processed in JD 
machines and also the steps of the dyeing process. 
Every step of dyeing required water then produces 
wastewater. After classifying the water required 
and the water wasted during the dyeing process and 
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also combined with the characteristic colour to be 
processed. The next step is to understand how to 
store and re-use the water from the process.

Second, designing a construction system based 
on the process flow. This step requires water storage 
construction and piping installations, which are 
adapted to the reuse of process wastewater. To work 
automatically, the reprogramming needs to be done 
to each JD machine, according to the type of process 
being carried out. This process must be carried out 
carefully with high protection to anticipate errors 
in reusing the process wastewater, which will not 
affect the quality, productivity, or safety.

Third, monitoring and analyzing the results for 
further improvement. Reduction of fresh processed 
in WTP and wastewater processed in WWTP means 
the reduction of electricity consumed by electrical 
equipment in WTP, WWTP, and JD machines, and 

also the reduction of chemical usage in WTP and 
WWTP. The less water consumption and energy 
required are the more ecological manufacturing 
itself. The water consumption in textile wet 
processing depends on the liquor ratio, as well as on 
the number of consecutive processes. The machine 
capacity should also be effectively used to reduce 
the consumption of process water and chemicals: 
the dyes are dosed per kg fabric, whereas the 
auxiliaries are dosed per one process liquor. 

The practical application of reducing energy 
and water consumption that has been carried out 
in the JD machine can also be carried out in other 
processes in the DF textile industry, such as washing, 
de-sizing, or in a process in other industries that 
also consume the most water and energy. Of course, 
some things must be adjusted after being analyzed. 
For the companies, reducing water and energy 
consumption contribute to reducing production 

 

Figure 4 shows the piping scheme of the first action 
of water consumption in the dyeing process of JD 
machines. The action is to utilize the cooling water as 
the input water into the dyeing process. The 
temperature of the water after used as cooling for the 
machine can achieve around 85 °C. Utilizing a higher 
temperature will save both time and energy. By the first 
action, the total water consumed from WTP and water 
wasted to WWTP for a one-day operation for 10 JD is 
about  
600 000 L. It saves 14 % of input from WTP. 

Figure 5 shows the piping scheme of the second 
action of water consumption in the dyeing process of 

JD machines. The action was to utilize the outlet water 
of OF2 from JD1, JD2, and JD3 as the input water for 
JD7, JD8, and JD10. Because JD1, JD2, JD3 only 
process the light colour and the outlet water of its OF2 
was tolerated from colour residue and after checking in 
the Lab Dips. It is safe to use for the dark colour as can 
be processed by JD7, JD8, and JD10. By the second 
action, the total water consumed from WTP and water 
wasted to WWTP for a one-day operation for 10 JD 
machines was  
430 000 L. It saves 39 % of input from WTP. 
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costs and their impact on the environment [20], 
and also strengthening energy security locally [21], 
which is powered by smart grid technology [22]. For 
future research direction, the development of smart 
and precise control mechanisms must be carried 
out for the appropriate water storage allocation 
process for a particular process. For cleaner and 
greener production, the textile industry must 
involve renewable energy sources in the production 
process, for example from solar energy using a 
Photovoltaic (PV) module to generate electricity 
[23], or a hybrid photovoltaic and thermal (PVT) 
collector that produces electricity and heat energy 
[24 - 26]. In addition, the treatment and utilization 
of other wastes such as exhaust gas [27] also need to 
be considered in hi-tech [28, 29]. Regarding cleaner 
and greener production, the textile industry also 
must be equipped with aerobic and anaerobic water 
treatment. Furthermore, to increase efficiency, the 
water treatment should be designed to produce 
biogas as renewable energy [30].

4.   CONCLUSION 

Before starting CP, the total water consumed 
from WTP and water wasted to WWTP for one-

day operation for 10 JD was 700 000 L. After the 
1st action, by utilizing the outlet cooling water, 
the total water consumed from WTP and water 
wasted to WWTP for a one-day operation for                                         
10 JD machines was 600 000 L. In the 2nd action, 
by utilizing the outlet water of OF2, the total water 
consumed from WTP and WWTP for a one-day 
operation for 10 JD machines was 430 000 L. The 
3rd action as the next action by utilizing the outlet 
water of OF1 from the light colour process for 
processing the black colour and also utilizing the 
outlet of OF2 for water cooling in the dark colour 
processing machines, it is predicted that the total 
water consumed from WTP and WWTP for a one-
day operation for  10 JD machines was 400 000 L.
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Table 3. Detail summary results of the actions for the dyeing process 
Items Initial Status 1st Action 2nd Action 3rd Action 
Water consumption 700 000 L 600 000 L 430 000 L 400 000 L 
Consp./JD a day 70 000 L 60 000 L 43 000 L 40 000 L 
Input WTP saved - 14 % 39 % 43 % 
Piping: Inlet WTP WTP, HWS1 WTP, HWS1, OF2 WTP, HWS1, OF2, HWS2 
Piping: Outlet WWTP HWS1, WWTP HWS1, WWTP, OF2 HWS1, WWTP, OF2, HWS2 
Quality Control Lap Dip, FQC Lap Dip, JDQC, FQC Lap Dip, JDQC, FQC, Lap Dip, JDQC, FQC 
Automatic Process Standard Program Adjust Program Adjust Program Adjust Program 

  
Figure 6 shows the piping scheme of the third 

action of water consumption in the dyeing process of 
JD machines. This third action was the next action after 
the construction of the Hot Water Storage 2 (HWS2) to 
be finished. There were two works for this third action. 
The first work was the actions to utilize the outlet water 
of OF1 from the light colour processed machine, which 
are JD1, JD2, and JD3 as the input water for JD10 
which specialized to process the black colour. The 
second work was the action to utilize the outlet water of 
OF2 as the cooling water for JD7, JD8, and JD10. The 
outlet water of JD7, JD8, and JD10 was stored in 
HWS2. According to the testing result in Lab Dips, 
especially for colour stability and colourfastness, there 
was no significant influence of colour stability and also 
fastness for the black colour. By the third action, the 
total water consumed from WTP and WWTP for a one-
day operation for 10 JD machines was 400 000 L. It 
saves 43 % of input from WTP. 

The more detailed results from the actions that have 
been carried out are summarized in Table 3. It clarifies 
the pipes at the inlet and outlet to the JD machine, as 
follows; WTP, HWS1, OF2, HWS2, and WWTP. 
Besides, it also explains the stages of quality inspection 

at; Lap Dips, Final Quality Control (FQC), JD Quality 
Control (JDQC). The control system of the inlet and 
outlet on the JD machines was carried out with a 
standard program before making changes, as well as 
with an adjusted program.  

Based on the results that have been obtained, there 
are three important things to discuss. First, understand 
the process and know where to save. The textile 
industry, especially for dyeing processing, consumes a 
lot of water and it also produces a lot of wastewater. 
The more water consumed will be the more wastewater 
produce, resulting in a more costly process both 
freshwater in WTP and wastewater in WWTP. 
Concerning the issue of environmental problems and 
also industry competitiveness, CP is one of the 
effective solutions. With the main process is dyeing 
itself which water is the main resource, CP can be 
started from this water demanded process. The most 
important to start CP in the dyeing process is by 
understanding the characteristic of colour to be 
processed in JD machines and also the steps of the 
dyeing process. Every step of dyeing required water 
then produces wastewater. After classifying the water 
required and the water wasted during the dyeing 
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Abstract: This paper describes a prototype of a computing platform dedicated to artificial intelligence explorations. 
The platform, dubbed as PakCarik, is essentially a high throughput computing platform with GPU (graphics processing 
units) acceleration. PakCarik is an Indonesian acronym for Platform Komputasi Cerdas Ramah Industri Kreatif, which 
can be translated as “Creative Industry friendly Intelligence Computing Platform”. This platform aims to provide 
complete development and production environment for AI-based projects, especially to those that rely on machine 
learning and multiobjective optimization paradigms. The method for constructing PakCarik was based on a computer 
hardware assembling technique that uses commercial off-the-shelf hardware and was tested on several AI-related 
application scenarios. The testing methods in this experiment include: high-performance lapack (HPL) benchmarking, 
message passing interface (MPI) benchmarking, and TensorFlow (TF) benchmarking. From the experiment, the 
authors can observe that PakCarik's performance is quite similar to the commonly used cloud computing services such 
as Google Compute Engine and Amazon EC2, even though falls a bit behind the dedicated AI platform such as Nvidia 
DGX-1 used in the benchmarking experiment. Its maximum computing performance was measured at 326 Gflops. 
The authors conclude that PakCarik is ready to be deployed in real-world applications and it can be made even more 
powerful by adding more GPU cards in it.

Keywords: Artificial Intelligence, Machine Learning, Multi-objective Optimization, Graphics Processing Unit 
Accelerator, High Throughput Computing.  

1.   INTRODUCTION 

In recent years, interest in Artificial Intelligence 
(AI) researches is increasing and showing its 
fruitful results in many areas including creative 
industry sectors. With the advent of Industrial 
Revolution 4.0, the need of implementing practical 
but robust AI becomes more and more demanding. 
Thus, researches in this area are blooming [1, 2]. 

However, running high-impact AI researches 
especially on Deep Learning (DL) requires a high-
performance computing platform [3, 4]. This is 
an inevitable consequence since DL, like other 
machine learning approaches, usually works on 
massive data to automatically gain its working 
parameters.

Several dedicated computing platforms have 
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high throughput computer that is built using COTS 
(commercially off-the-shelf) components. Using 
COTS, the cluster can be customized to meet the 
customer budget whilst achieving high performance 
in a self-maintainable fashion [10]. Currently, 
PakCarik has two prototypes: PC1 and PC2.                                                                                               
Table 1 shows the difference between PC1 and PC2.

3.   RESULTS AND DISCUSSION

PakCarik has undergone these preliminary tests: 
high-performance lapack (HPL) benchmarking, 
message passing interface (MPI) benchmarking, 
and TensorFlow (TF) benchmarking. Table 4 shows 
the benchmarking results on PakCarik using the 
only CPU without GPU acceleration.

From the experiments, this research gained 
some insight into the performance of PakCarik at 
normal speed (without overclocking). Although the 
two prototypes of PakCarik use different processors, 
the performance is not much different. This opens 
the possibility of combining both prototypes into 
one cluster. Currently, PakCarik is undergoing 
thorough tests in Turbo mode where researchers 
overclock the processors up to  5 GHz  (or more). 
However, we haven’t found the highest stable 
operating frequency since these tests require the 
presence of an advanced cooling system (only one 
of the prototypes, which is PC1, that has a liquid 
cooling system at the moment).

This paper also performed a benchmarking for 
the GPU accelerator with Deep Learning image 
processing applications. For this, the authors use 
two models: inception-3 [11] and restnet-50 [12]. 
The comparison was made by measuring how many 
images were processed during the training phase 
since this phase usually takes more resources and 
a longer time compared to the inference phase. In 
these models, the batch size for the training was 
set to 32. The results of these experiments were 
compared to the results of different machines whose 
data are available online [13]. Figure 2 and Figure 3 
show the performance of PakCarik compared to the 
performance of other platforms. 

The purpose of the experiment shown in   
Figure 2 and Table 2 was to compare head-to-head 
of this platform (PakCarik) to the other platforms 
that were restricted to use only a single GPU in the 

been produced by diverse vendors that target this 
ever-growing research field [5]. For example, Nvidia 
Corporate has several products that are capable of 
high-performance computing up to several hundred 
teraflops, scaled from a workstation level to a 
server-class [6, 7]. However, those platforms are 
either very expensive or a part of a cloud computing 
service that does not give any direct means of 
maintenance for the AI researcher. For example, the 
price for an entry-level one Nvidia DGX Station is 
USD 149 000, which is way above standard research 
grants in Indonesia (around USD 3 500 yr–1). In this 
circumstance, the authors have developed a smart 
computing platform that can be built to support AI 
researches. The platform, dubbed as PakCarik, is 
essentially a high throughput computing platform 
with GPU (graphics processing unit) acceleration. 
PakCarik is an Indonesian acronym for Platform 
Komputasi Cerdas Ramah Industri Kreatif, which 
can be translated as “Creative Industry friendly 
Intelligence Computing Platform”. This paper 
describes how PakCarik was built and tested on 
several application scenarios.

2.   MATERIALS AND METHODS

PakCarik aims to provide a complete development 
and production environment for AI-based projects, 
especially those that rely on optimization and 
machine learning paradigms. This research area 
is well-known for its challenging but intriguing 
methods for uncovering hidden information in 
massive unstructured data [8].

As a platform targeting industrial applications, 
PakCarik is equipped with various open-source 
libraries that enable the developer to quickly 
develop and deploy their projects. Special 
messaging service software is also installed in 
PakCarik, making it a complete framework for 
developing an IoT-based system. This software will 
act as an integrated IoT broker inside PakCarik that 
accommodates various messaging protocols such 
as MQTT and Kafka. The platform was designed 
such that the connection among different protocols 
is seamless. Such mechanisms are known to be 
challenging but very useful for developing complex 
IoT applications [9]. Figure 1 shows how PakCarik 
will be deployed as an IoT-based platform.

From a hardware perspective, PakCarik is a 
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Fig. 1. IoT topology based on the PakCarik ecosystem. In 
this scenario, external IoT gateways are not necessary since 
they are embedded in PakCarik.  

 

Table 1. Two protypes of PakCarik 

Component PC1 PC2 
Processor Intel i9-7900X (10-cores) 

@3.30GHz 
AMD Threadripper 
2990WX (32-cores) 

@3.00GHz 
Memory 40GB DDR4 32GB DDR4 
Storage 500GB SSD SATA3 250GB SSD NVMe/PCIe 
GPU GTX 1070ti (2432 cores, 8GB DDR5) RTX 2080ti (4352 cores, 11GB DDR5) 
PSU 1 000 W 1 200 W 
Form factor ATX-Tower Rackmount 4U 

The experiment involved two platform scenarios: 
single GPU accelerator and multi GPU accelerator. 
Table 2 and Table 3 indicate what platforms were used 
in the experiment with such scenarios. 

 

Table 2. Platforms with a single GPU accelerator for the 
experiment. 

Platform Description 

Platform-1 NVIDIA® DGX-1 with 1-GPU Tesla® P100 

Platform-2 Google Compute Engine with 1-GPU NVIDIA® 
Tesla® K80 

Platform-3 Amazon EC2 with 1-GPU NVIDIA® Tesla® K80 
Platform-4 Dell Gaming Laptop G7 with 1-GPU GTX-1050ti 
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processing of Inception v3 and Restnet-50. This 
needs to be done since each prototype of PakCarik 
only has one GPU. The results show that the second 
prototype of PakCarik (PC2) outperforms the other 
platforms. This happens because PC2 uses a GPU 
card that has more cores and memory compared 
to the other platforms. Platform-2 and Platform-3, 
which are commonly used by cloud computing 
communities and when restricted only to using a 
single GPU, are quite similar to Platform-4, which 
is very common to be found in nowadays computer 
market.

The purpose of the experiment shown in    

Figure 3 and Table 3 was to compare head-to-head 
of this platform (PakCarik) to the other platforms 
with their maximum configuration. Platform-1 can 
have up to eight GPU cards, whereas Platform-2 
and Platform-3 can have more cards but were 
restricted to use only eight cards in the experiment. 
On the other hand, PakCarik has a single GPU 
card in each prototype. The results show that 
Platform-1 (NVIDIA DGX-1) with eight GPU 
cards outperforms the other platforms. 

This is a predicted result since more cards mean 
more computing power [14, 15]. However, even 
though PC2 has a single GPU card, its performance 

 

     
(a)                                                                                             (b) 

Fig. 2. Performance comparison when running (a) Inception v3 model and (b) Restnet-50 model using platforms described in 
Table 2. The higher the value (images s–1) the better. 

     
(a) (b) 

Fig. 3. Performance comparison when running (a) Inception v3 model and (b) Restnet-50 model using platforms described in 
Table 3. Similar to Fig.2, the higher the value (images s–1) the better.  
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Table 1. Two protypes of PakCarik. 
Component PC1 PC2 

Processor Intel i9-7900X (10-cores) @3.30GHz AMD Threadripper 2990WX (32-cores) 
@3.00GHz 

Memory 40GB DDR4 32GB DDR4 
Storage 500GB SSD SATA3 250GB SSD NVMe/PCIe 

GPU GTX 1070ti (2432 cores, 8GB DDR5) RTX 2080ti (4352 cores, 11GB DDR5) 
PSU 1 000 W 1 200 W 

Form factor ATX-Tower Rackmount 4U 
 

Table  2. Platforms with a single GPU accelerator for the experiment. 
Platform Description 

Platform-1 NVIDIA® DGX-1 with 1-GPU Tesla® P100 
Platform-2 Google Compute Engine with 1-GPU NVIDIA® Tesla® K80 
Platform-3 Amazon EC2 with 1-GPU NVIDIA® Tesla® K80 
Platform-4 Dell Gaming Laptop G7 with 1-GPU GTX-1050ti 
Platform-5 PC1 (PakCarik prototype 1), see Table 1 
Platform-6 PC2 (PakCarik prototype 2), see Table 1 

Table 3. Platforms with multiple GPU accelerators were used for the experiment. 
Platform Description 

Platform-1 NVIDIA® DGX-1 with 8-GPU Tesla® P100 
Platform-2 Google Compute Engine with 8-GPU NVIDIA® Tesla® K80 
Platform-3 Amazon EC2 with 8-GPU NVIDIA® Tesla® K80 
Platform-4 Dell Gaming Laptop G7 with 1-GPU GTX-1050ti 
Platform-5 PC1 (PakCarik prototype 1), see Table 1 
Platform-6 PC2 (PakCarik prototype 2), see Table 1 

Table 4. Result of the preliminary experiments on PakCarik. 

Experiment PC1 PC2 
HPL 326 Gflops 317 Gflops 
MPI 2.76 s 2.85 s 
TF 133.96 fps 133.07 fps 
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is quite similar to the commonly used cloud 
computing services: Google Compute Engine and 
Amazon EC2, each with eight GPU cards. 

Knowing this, that this platform has a potential 
use case in future real-world applications especially 
in a country such as Indonesia since the access to 
the cloud computing services are expensive in long 
term scenario [16]. Arguably, this platform can 
easily outperform the dedicated Deep Learning 
computing engine such as Nvidia DGX-1 provided 
more similar cards were added to PakCarik, as 
shown by comparing Figure 2 and Figure 3 [17].

4.   CONCLUSION AND SUGGESTIONS

After some experiments with PakCarik, we are 
convinced that PakCarik is ready to be deployed 
in real-world applications. In several scenarios as 
explained, PakCarik outperforms other similar but 
more expensive platforms available on the market. 
The authors measured its maximum computing 
performance at 326 Gflops. Furthermore, it can be 
inferred from the same experiment that PakCarik 
can be made even more powerful by adding more 
GPU cards. 
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Abstract: Intravenous drip diffusion is a common practice to treat patients in hospitals.  During treatment, nurses must 
check the condition of the infusion bag frequently before running out of fluid. This research proposes a novel method 
of checking the infusion bag using an image processing technique on a compact Raspberry PI platform. The infusion 
monitoring system proposed here is based solely on capturing the image of the infusion bag and the accompanying 
bag/ tube.  When the infusion fluid enters the patient, the surface of the liquid will decrease, and at the end will 
reach the bottom of the infusion bag. When the image of the fluid surface touches the bottom of the infusion bag, a 
mechanism will trigger a relay, and then activate a pinch valve to stop the flow of the infusion fluid before it runs 
out. The entire system incorporates a digital camera and Raspberry as the image processor. The surface of the liquid 
is determined using the Canny Edge Detection algorithm, and its relative position in the tube is determined using 
the Hough Line Transform. The raw picture of the infusion bag and the processed image are then sent via a wireless 
network to become part of a larger system and can be monitored via a simple smartphone equipped with the proper 
application, thus becoming an Internet of Things (IoT). With this approach, nurses can carry on other tasks in caring 
for the patients while this system substitutes some work on checking the infusion fluid.

Keywords: Canny Edge Detection, Health Care, Hough Line Transform, Infusion Control, Internet of Things

1.   INTRODUCTION 

Intravenous therapy in patients is one of the most 
widely used treatments in hospitals for the healing 
process of a patient. There are two methods of 
doing so, namely using an infusion pump and using 
drip IV (intravenous) delivery that has been used 
since 1944 [1]. Since the first use, there are many 
methods implemented to monitor the flow of the 
infusion fluid by measuring the weight, counting 
the number of drops, using ultrasonic wave TDR, 

infrared detection, and RFID [2–10]. 

Ogawa et al.  [2] and Amano et al. [3] used 
three pieces of electrodes to form capacitors then 
compare the impedance to detect the fluid droplets. 
The same group then extended the work with 
a BlueTooth network for the reporting method. 
Every drip infusion set must be equipped with three 
electrodes before the system can be used for patients 
in this system. Baros and dos Santos [4] used an 
optical sensor and motor actuator to detect the 
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but when the drip chamber wall has some droplet 
splash, then the LED cannot detect the infusion 
droplet correctly. A study by Gil et al. [9] also 
utilized a light source and light sensor to detect 
the droplet inside the drip chamber and then report 
the result to the nurse station using a wireless local 
area network. Other more straightforward system 
development uses a simple optical sensor, a digital 
counter with reset, and two seven-segment displays 
to show the flow rate of the infusion fluid.

Tharian et al. [11] controlled the infusion fluid 
flow using a DC motor and disk-spring mechanism. 
The result of the work shows minimal effectiveness 
in regulating the infusion fluid while Rashid et al. 
[12] used an optical sensor to detect the infusion 
droplets and a servo motor valve to control the 
flow. The result showed that the system is working, 
although it is sensitive.

The above review indicates that the infusion set 
(infusion tube with the infusion set) requires some 
modification for use. This method proposed here 
requires no change at all to the system. Nurses only 
need to place the infusion tube onto the stand, set 
the roller clamp according to the requirement, and 
hang it as usual.

Figure 1 shows the gravity drip infusion set. 
The set consists of four main components, namely, 
a vented spike to connect it to the infusion tube, 
an IV drip chamber to see the droplets of liquid 
entering the patient's body, the infusion line to 
drain fluid, and a roller clamp to regulate the fluid 
infusion. The end is the IV catheter to connect to 
the catheter in the patient. The infusion tube that 
provides intravenous fluids is hung on the infusion 
pole

infusion fluid's droplets and then regulate the flow 
with the motor. The fluid regulation flow utilized 
an integrated design of software and hardware 
developed within their research group. 

Cataldo et al. [5] used time-domain 
reflectometry to detect the amount of infusion fluid 
inside the infusion tube by attaching a two-stip 
probe to the infusion tube's surface. This method 
had good results, but every infusion tube requires 
a two-stip probe attached to the surface, and the 
position of the probe will significantly determine 
the accuracy of the result. Huang and Lin [6] used a 
similar RF (radio frequency) approach to detect the 
level of infusion fluid by attaching an RFID (radio 
frequency identification) tag. When an infusion 
tube containing liquid is full, the RFID tag will 
not respond to the signal sent by the RFID reader. 
However, when the fluid level inside the bag is 
below the RFID tag, it worked as usual and echoes 
the signal to the RFID reader.

Further, Ting et al. [7] studied the electrical 
characteristics of how the RFID tag is suitable to 
echo the signal from the RFID reader and how 
the reader should detect the signal. They use two 
different modes of application, one for the low fluid 
warning and the other for the inventory control. 
This approach required an attachment process 
of the RFID tag to the infusion fluid, and the 
placement can be crucial in determining the low-
level detection.

Gupta et al. [8] utilized four LED (light-emitting 
diodes) to detect the number of fluid droplets inside 
the drip chamber. The LEDs are attached outside 
the drip chamber at different levels, accompanied 
by four light detectors. This work showed promises, 
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Fig. 1. Gravity drip infusion set. 

In this drip system, the infusion liquid will drip 
from the vented spike output into the IV drip chamber 
slowly, depending on the position of the roller clamp. 
The liquid droplet volume based on the infusion set is    
20 drops mL–1. Therefore, the droplet count can be used 
to monitor the amount of fluid entering the patient's 
body. 

In this study, monitoring the amount of fluid that 
comes out of the IV tube by using an image processing 
technique by detecting the surface of the liquid. As the 
amount of liquid decreases, the surface will go down 
until it reaches the bottom of the infusion tube. At this 
time, then the computer that processes the image will 
execute a pinch mechanism to stop the flow of liquid. 
As the infusion fluid is delivered to the patient, the 
surface level of it will go lower will reach the bottom of 
the tube when it runs out. As the surface level reaches 
the bottom of the infusion tube, the computer will 
trigger a mechanism to stop the delivery of the fluid to 
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In this drip system, the infusion liquid will 
drip from the vented spike output into the IV drip 
chamber slowly, depending on the position of the 
roller clamp. The liquid droplet volume based on 
the infusion set is 20 drops mL–1. Therefore, the 
droplet count can be used to monitor the amount of 
fluid entering the patient's body.

In this study, monitoring the amount of fluid 
that comes out of the IV tube by using an image 
processing technique by detecting the surface of 
the liquid. As the amount of liquid decreases, the 
surface will go down until it reaches the bottom of 
the infusion tube. At this time, then the computer 
that processes the image will execute a pinch 
mechanism to stop the flow of liquid. As the 
infusion fluid is delivered to the patient, the surface 
level of it will go lower will reach the bottom of the 
tube when it runs out. As the surface level reaches 
the bottom of the infusion tube, the computer will 
trigger a mechanism to stop the delivery of the 
fluid to the patient similar to [8], and at the same 
time will trigger an alert to the nurse station to take 
action of the infusion tube.

2.   MATERIALS AND METHODS

The experimental setup comprises a digital camera 
to capture the image of the infusion tube together 
with the infusion fluid, a Raspberry PI computer 

to process the image, and a wireless network to 
send the data. The implementation of the system 
will include two infusion tubes running at the same 
time with one unit detecting both infusion fluids. 
Figure 2a is the photograph of the setup with the 
infusion pole standing at the center of the picture. 
Two infusion bags are hanging on top of the pole, 
similar to a traditional infusion with two infusion 
lines going to the patient. Instead of going directly 
to the patient, the infusion line is inserted into 
the unit that will stop the flow of the fluid when 
it is almost out. There are two buttons to start the 
process of monitoring the infusion for the left and 
right sets. There are two LED indicators to track the 
status of the monitoring also for the two infusions. 
At the bottom are the power button and also a 
button to shut down the system gracefully since it 
is a Raspberry PI running Linux operating system.
The digital camera is a standard USB camera 
compatible with the Raspberry PI and is mounted 
in front of the infusion set. Figure 2b shows the 
photograph of the setup from the side to provide 
clarity. Figure 2c is the inside of the Raspberry 
PI control box which consists of the single-board 
computer.

Figure 3 describes the functional block diagram 
of the system. The camera captures the image of the 
infusion tube with the fluid and then sends the data 
into the Raspberry PI via the USB data connection. 
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The Raspberry PI processes the data, determines 
the position of the surface of the fluid, computes 
the estimated volume of the remaining liquid. 
When the liquid is about to run out (determined/ 
calculated less than 20 mL) then it will activate the 
pinch valve to stop the flow and raise the alarm. 
During the process of monitoring, the Raspberry 
PI also updates the data of the fluid condition to 
a web server nearby using a wireless connection 
every minute. An operator can monitor the situation 
continuously either via a workstation located at the 
nurse station or using a smartphone connected to 
the server either via a local wireless connection or 
via the Internet.

 
Figure 3 illustrates the entire set, which consists 

of a Raspberry PI computer, a camera, and a web/ 
database server. The process starts when the nurse 
presses the start button after setting the infusion 
tube on the infusion pole. The USB camera captures 
the image from the infusion set and then sends the 
image to the Raspberry PI computer via a USB 
connection. The Raspberry PI computer processes 
the image the using Canny Edge Detection algorithm 
along with Hugh Line Transform to detect the 
surface of the liquid and then computes the amount 
of volume already transferred to the patient and at 
the same time determines the remaining fluid left 
in the tube. When there is less than 20 mL of fluid 
left, the computer will activate the pinch valve to 
stop the flow of infusion to the patient. The process 
described above is repeated every minute.

The computer will send the data from the image 
processing result to the web/ database server every 
5 min via a wireless connection, which is already 
embedded in the Raspberry PI. The picture of the 
infusion tube, along with the data of the amount of 
fluid remaining, a marker of the edge of the tube, 
and surface-level via a smartphone connected to the 
server or via a workstation. Figure 4 shows the result 
of the image processing together with the marker 
that is available for viewing via a smartphone.

3.   RESULTS

The experimental setup uses an actual infusion 
tube used in a typical hospital which is normal 
saline NaCl 500 mL. The experiment uses the 
same material, although they are from different 
batch numbers and dates of expiration. The volume 
of the fluid leaving the tube is measured using a 
graduated cylinder while – at the same time – the 
Canny Edge detection and Hough Line Transform 
determines the location of the surface of the liquid 
in the picture [13–17]. This work is carried out 
using Open CV with Raspberry PI model 3B+. At 
the start of measurement after the infusion tube is 
placed at the infusion stand, the top surface levels 
are set at pixel coordinate 550, and the bottom of 
the tube is at pixel coordinate133. When the surface 
level of the fluid goes down due to the decrease of 
the volume, the volume is measured. Figure 5 is the 
correlation graph of the amount of fluid leaving the 
tube and the surface level of the fluid in the picture.
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the patient similar to [8], and at the same time will 
trigger an alert to the nurse station to take action of the 
infusion tube. 

 

2. MATERIAL AND METHOD 
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capture the image of the infusion tube together with the 
infusion fluid, a Raspberry PI computer to process the 
image, and a wireless network to send the data. The 
implementation of the system will include two infusion 
tubes running at the same time with one unit detecting 
both infusion fluids. Figure 2a is the photograph of the 
setup with the infusion pole standing at the center of 
the picture. Two infusion bags are hanging on top of 
the pole, similar to a traditional infusion with two 
infusion lines going to the patient. Instead of going 
directly to the patient, the infusion line is inserted into 
the unit that will stop the flow of the fluid when it is 
almost out. There are two buttons to start the process of 
monitoring the infusion for the left and right sets. There 
are two LED indicators to track the status of the 
monitoring also for the two infusions. At the bottom are 
the power button and also a button to shut down the 
system gracefully since it is a Raspberry PI running 
Linux operating system. 

The digital camera is a standard USB camera 
compatible with the Raspberry PI and is mounted in 
front of the infusion set. Figure 2b shows the 
photograph of the setup from the side to provide clarity. 
Figure 2c is the inside of the Raspberry PI control box 
which consists of the single-board computer. 

Figure 3 describes the functional block diagram of 
the system. The camera captures the image of the 
infusion tube with the fluid and then sends the data into 
the Raspberry PI via the USB data connection. The 
Raspberry PI processes the data, determines the 
position of the surface of the fluid, computes the 
estimated volume of the remaining liquid. When the 
liquid is about to run out (determined/ calculated less 
than 20 mL) then it will activate the pinch valve to stop 
the flow and raise the alarm. During the process of 
monitoring, the Raspberry PI also updates the data of 
the fluid condition to a web server nearby using a 
wireless connection every minute. An operator can 
monitor the situation continuously either via a 

workstation located at the nurse station or using a 
smartphone connected to the server either via a local 
wireless connection or via the Internet. 

 

Fig. 2a. Experimental setup front view 

Fig. 2b. Side view with the digital camera 

 

Fig. 2c. Control box with Raspberry PI, pinch valve, and 
relay 

Fig. 2c. Control box with Raspberry PI, pinch valve, and relay
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The digital camera captures the entire infusion 
bottles and then crops the picture into a height of 
650 pixels for image processing. There are two 
methods used for image processing. The edges of 
the infusion bottle and the surface of the liquid use 
the Canny Edge detection algorithm and Hough 
Line transform algorithm to detect the straight line 
of the surface of the liquid.
 

Figure 4a to Figure 4f depicts the process of 
image processing to locate the surface of the liquid. 
The start of the fluid surface detection uses the 
standard Canny Edge Detection method, which 
involves six distinct steps starting from the original 
image (Fig 4a) as follows:

i.	 Grayscale conversion from color image            
(Fig 4b); 

ii.	 Noise reduction of the image using a simple 
smoothing technique with Gaussian filter (Fig 
4c.); 

iii. 	Normalization to extract the intensity gradient 
of the grayscale image; 

iv.	 Removing spurious response of the edge 

detection using non-maximum suppression; 
v. 	 Determining the potential edges using a double 

threshold (Fig 4d.);  
vi.	 Tracking the edges using hysteresis and remove 

the weak and the non-connected.

Line detection of the surface of the fluid is 
performed by the Hough line transform, which 
is a technique of image analysis to find straight 
edges in conjunction with the method mentioned 
above. Figure 4e is the inverse of Figure 4d for 
easy observation.  After the line transformation, 
as shown in Figure 4f (at the point of the arrow), 
the surface of the infusion fluid is detected, and the 
marker is superimposed to the first image.

In Figure 4f, on the left-hand side of the tube, 
there is a long line (green in color), which shows the 
edge of the infusion tube. This line is the reference 
line to determine the location of the fluid level 
since the surface level will be located 25 pixels to 
the right of the line. The horizontal line (red) is the 
processed indicator of the surface of the fluid.  This 
red line is the parameter to determine the amount of 

Fig. 4. The process of image liquid processing detection

Fig. 3. System setup with USB camera, Raspberry PI, pinch valve, and webserver
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presses the start button after setting the infusion tube on 
the infusion pole. The USB camera captures the image 
from the infusion set and then sends the image to the 
Raspberry PI computer via a USB connection. The 
Raspberry PI computer processes the image the using 
Canny Edge Detection algorithm along with Hugh Line 
Transform to detect the surface of the liquid and then 
computes the amount of volume already transferred to 
the patient and at the same time determines the 
remaining fluid left in the tube. When there is less than 
20 mL of fluid left, the computer will activate the pinch 
valve to stop the flow of infusion to the patient. The 
process described above is repeated every minute. 
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The computer will send the data from the image 
processing result to the web/ database server every five 
minutes via a wireless connection, which is already 
embedded in the Raspberry PI. The picture of the 
infusion tube, along with the data of the amount of fluid 
remaining, a marker of the edge of the tube, and 
surface-level via a smartphone connected to the server 
or via a workstation. Figure 4 shows the result of the 
image processing together with the marker that is 
available for viewing via a smartphone. 
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500 mL. The experiment uses the same material, 
although they are from different batch numbers and 
dates of expiration. The volume of the fluid leaving the 
tube is measured using a graduated cylinder while – at 
the same time – the Canny Edge detection and Hough 

Line Transform determines the location of the surface 
of the liquid in the picture[13–17]. This work is carried 
out using Open CV with Raspberry PI model 3B+. At 
the start of measurement after the infusion tube is 
placed at the infusion stand, the top surface levels are 
set at pixel coordinate 550, and the bottom of the tube 
is at pixel coordinate133. When the surface level of the 
fluid goes down due to the decrease of the volume, the 
volume is measured. Figure 5 is the correlation graph 
of the amount of fluid leaving the tube and the surface 
level of the fluid in the picture. 

The digital camera captures the entire infusion 
bottles and then crops the picture into a height of 650 
pixels for image processing. There are two methods 
used for image processing. The edges of the infusion 
bottle and the surface of the liquid use the Canny Edge 
detection algorithm and Hough Line transform 
algorithm to detect the straight line of the surface of the 
liquid. 
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bottles and then crops the picture into a height of 650 
pixels for image processing. There are two methods 
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Fig. 4. The process of image liquid processing detection 

Figure 4a to Figure 4f depicts the process of image 
processing to locate the surface of the liquid. The start 
of the fluid surface detection uses the standard Canny 
Edge Detection method, which involves six distinct 
steps starting from the original image (Fig 4a) as 
follows: 

i. Grayscale conversion from color image            
(Fig 4b);  

ii. Noise reduction of the image using a simple 
smoothing technique with Gaussian filter (Fig 4c.);  

iii. Normalization to extract the intensity gradient 
of the grayscale image;  

iv. Removing spurious response of the edge 
detection using non-maximum suppression;  

v. Determining the potential edges using a double 
threshold (Fig 4d.);   

vi. Tracking the edges using hysteresis and 
remove the weak and the non-connected. 

 

Line detection of the surface of the fluid is 
performed by the Hough line transform, which is a 
technique of image analysis to find straight edges in 
conjunction with the method mentioned above. Figure 
4e is the inverse of Figure 4d for easy observation.  
After the line transformation, as shown in Figure 4f (at 
the point of the arrow), the surface of the infusion fluid 

is detected, and the marker is superimposed to the first 
image. 

In Figure 4f, on the left-hand side of the tube, there 
is a long line (green in color), which shows the edge of 
the infusion tube. This line is the reference line to 
determine the location of the fluid level since the 
surface level will be located 25 pixels to the right of the 
line. The horizontal line (red) is the processed indicator 
of the surface of the fluid.  This red line is the 
parameter to determine the amount of volume left in the 
bottle as emphasized at the top of the arrow.  

     

The amount of fluid leaving the tube will decrease 
the level of the surface of the fluid. The amount of 
liquid left in the tube is calculated by subtracting the 
initial volume of infusion fluid from the fluid, leaving 
the tube measured using a graduated cylinder.  

4. DISCUSSION 

Figure 5 shows the relationship between surface level 
in pixel coordinate as a function of leftover infusion 
fluid inside the tube. There are ten measurements 
conducted to obtain this figure. During the observation, 
the amount of infusion fluid left inside the tube and the 
surface level height are recorded. The plot is the 
average of the ten observations mentioned previously, 
and the most significant deviation is ± 20 pixels at a 
volume level of 270 mL. The change of pixel height is 
not proportional to the leftover volume because the 
infusion tube itself deforms due to the lack of fluid, and 
there is no air replacing it. Figure 5 clearly shows a 
clean break at 200 mL volume in the tube due to this 
condition. 

The amount of fluid in the tube is estimated using 
two different empirical models for the upper part (from 
200 to 550 pixel coordinate) and for the bottom part 
(from 25 to 200 pixel coordinate). The upper estimation 
of the fluid follows a linear equation using a curve 
fitting by Microsoft Excel with a correlation coefficient 
of 1, as stated in  Equation (1). The bottom part of the 
data uses exponential curve fitting since the plot shows 
exponential curvature. Equation (2) results from 
arbitrary curve fitting provided by Microsoft Excel and 
is always consistent with the result. Estimation of the 
amount of fluid left in the bottle is within 10 mL – 
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volume left in the bottle as emphasized at the top 
of the arrow. 
	  	  

The amount of fluid leaving the tube will 
decrease the level of the surface of the fluid. The 
amount of liquid left in the tube is calculated by 
subtracting the initial volume of infusion fluid 
from the fluid, leaving the tube measured using a 
graduated cylinder. 

4.   DISCUSSION 

Figure 5 shows the relationship between surface 
level in pixel coordinate as a function of leftover 
infusion fluid inside the tube. There are ten 
measurements conducted to obtain this figure. 
During the observation, the amount of infusion 
fluid left inside the tube and the surface level height 
are recorded. The plot is the average of the ten 
observations mentioned previously, and the most 
significant deviation is ± 20 pixels at a volume 
level of 270 mL. The change of pixel height is not 
proportional to the leftover volume because the 
infusion tube itself deforms due to the lack of fluid, 
and there is no air replacing it. Figure 5 clearly 
shows a clean break at 200 mL volume in the tube 
due to this condition.

The amount of fluid in the tube is estimated 
using two different empirical models for the upper 
part (from 200 to 550 pixel coordinate) and for 

the bottom part (from 25 to 200 pixel coordinate). 
The upper estimation of the fluid follows a linear 
equation using a curve fitting by Microsoft Excel 
with a correlation coefficient of 1, as stated in  
Equation (1). The bottom part of the data uses 
exponential curve fitting since the plot shows 
exponential curvature. Equation (2) results from 
arbitrary curve fitting provided by Microsoft Excel 
and is always consistent with the result. Estimation 
of the amount of fluid left in the bottle is within      
10 mL – which is the essential part because the line 
must be stopped – uses this model. This model fits 
very well and will stop the fluid level consistently
Upper part:

	 y=0.1378x+47.3 		             (1)

Bottom part:

	 y=107.8exp(0.0077x) 	                         (2)
Where:	

y = the estimated volume left in the infusion tube
x = the pixel coordinate

The computer always monitors the level of the 
liquid with the technique mentioned above, and 
when the level reaches below 133-pixel coordinate, 
it triggers a signal to activate the pinch valve to 
stop the flow of the infusion liquid completely. At 
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which is the essential part because the line must be 
stopped – uses this model. This model fits very well 
and will stop the fluid level consistently 

Upper part: 

                 (1) 

Bottom part: 

                       (2) 

Where:  

y = the estimated volume left in the infusion tube 

x = the pixel coordinate 

The computer always monitors the level of the 
liquid with the technique mentioned above, and when 
the level reaches below 133-pixel coordinate, it triggers 
a signal to activate the pinch valve to stop the flow of 
the infusion liquid completely. At the same time, there 
is also a visual alarm via the LED to alert the nurse that 
the infusion process has stopped. 

The picture similar to Figure 4f is available in the 
Raspberry PI computer controlling the system and also 
sent to a web server to be filed and also viewed 
remotely. There is no display monitor on the Raspberry 
PI at the infusion set. Therefore there is no means to 
see the picture of the processed image. Data send to the 
webserver uses JSON (Javascript Object Notation), 
which is lightweight in format. This feature allows the 
processed images monitored from anywhere as part of 
the Internet of Things.  

 

Fig. 5. Relationship of the surface level in pixel 
coordinate and the volume of the liquid. 

Results of sending the image of the infusion bottle 
via a wireless network are not implemented just for one 
infusion set [18–21] (one infusion pole and two 
infusion bottles), but for the entire room comprising 
several beds. In this work, ten infusion poles are 
monitored at the same time, and the image data are sent 
with tags so that each picture is identified correctly 
based on the bed and in turn, based on the patient. 
Figure 6 is the implementation of the system viewed 
using a smartphone. 

The health care people can observe the pictures 
obtained from the process. A web page monitor is 
available to view the images via a wireless local area 
network along with a detailed description of the 
infusion condition. The system mentioned above uses a 
Raspberry PI platform. 

 

Fig. 6. Two infusion bottles viewed from a smartphone. 

5. CONCLUSION 

A novel approach of controlling the stoppage of drip 
infusion using image processing uses the Canny Edge 
Detection method and Hough Line Transform to find 
the edges of the image and then determine the surface 
of the liquid. The pixel position of the surface is then 

Fig. 5. Relationship of the surface level in pixel coordinate and the volume of the liquid.

70	 Pranjoto et al



the same time, there is also a visual alarm via the 
LED to alert the nurse that the infusion process has 
stopped.

The picture similar to Figure 4f is available in 
the Raspberry PI computer controlling the system 
and also sent to a web server to be filed and also 
viewed remotely. There is no display monitor on the 
Raspberry PI at the infusion set. Therefore there is 
no means to see the picture of the processed image. 
Data send to the webserver uses JSON (Javascript 
Object Notation), which is lightweight in format. 
This feature allows the processed images monitored 
from anywhere as part of the Internet of Things. 

 
Results of sending the image of the infusion 

bottle via a wireless network are not implemented 
just for one infusion set [18-21] (one infusion pole 
and two infusion bottles), but for the entire room 
comprising several beds. In this work, ten infusion 
poles are monitored at the same time, and the 
image data are sent with tags so that each picture 
is identified correctly based on the bed and in turn, 
based on the patient. Figure 6 is the implementation 
of the system viewed using a smartphone.

The health care people can observe the pictures 
obtained from the process. A web page monitor is 
available to view the images via a wireless local 

area network along with a detailed description of 
the infusion condition. The system mentioned 
above uses a Raspberry PI platform.

5.   CONCLUSION  

A novel approach of controlling the stoppage of drip 
infusion using image processing uses the Canny Edge 
Detection method and Hough Line Transform to find the 
edges of the image and then determine the surface of the 
liquid. The pixel position of the surface is then used to 
predict the amount of infusion volume left. This method 
has been shown to work correctly and reliably based on 
the image itself. Together with the Hough line transform, 
the Canny Edge detection can predict the amount of 
infusion fluid left in the infusion tube.
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Abstract: As a renewable source, the uncertainties and intermittencies of solar irradiance have become the main 
concern in developing and integrating such power generation into an electricity network. In power system operation, 
it is important to maintain a stable voltage profile under random power injection from renewable power generations. 
The effect of photovoltaic (PV) power plants on the static voltage stability of the interconnected power system is 
presented in this paper. The probabilistic study was conducted through Monte Carlo Simulation (MCS) to investigate 
the fluctuation of voltage profiles under uncertain power injection from PV power plants. The standard test system of 
IEEE 14 bus and practical test system of Lombok, West Nusa Tenggara electricity network are investigated. It was 
noticed that the installation of a photovoltaic power plant affected the voltage profiles. The fluctuated condition of 
power injection from PV power plant resulted in more fluctuation of voltage profiles as indicated by higher standard 
deviation values. Moreover, distributed location of the PV power plant also influenced the circumstances of voltage 
fluctuation, providing less fluctuated condition of voltage profiles. Eventually, it can be observed that the voltage 
fluctuation would influence the static voltage stability of the interconnected power system.

Keywords: Photovoltaic Generator, Probability Distribution, Renewable Energy,  Solar Energy, Voltage Fluctuation, 
Voltage Profiles.

1.   INTRODUCTION 

Massive development of technologies drastically 
changes the necessity of society. In few decades, 
electricity has become an essential thing for human 
life since most of the appliances and facilities 
need electrical energy to operate. Therefore, the 
dependences of humans live on electricity has been 
increasing enormously. With the fast growth of 
electricity demand, the invention and development 
of novel energy resources to ensure sufficient 
electricity supplies are critical. On the other 
hand, the deposits of fossil fuels are continuously 
decreasing due to extensive exploration and 
consumption  [1, 2]. Moreover, the usage of 
fossil fuels introduces detrimental effects on the 
environment. With the limitations and drawbacks 
of fossil fuel, renewable energy is the promising 
option to overcome the energy concern. One of 

the most developing renewable energy resources 
is solar energy. By 2020, around 500 GW solar 
PV facilities are installed throughout the world. 
It is expected that in 2050, 15 % of world energy 
demand are fulfilled by solar energy [3]. 

The implementation of PV-based power 
plants brings economic beneficial effects due to 
the abundant amount and cheap energy resources. 
Moreover, it is also environmentally friendly as 
a result of the non-emission operation and the 
usage of non-polluting materials [4]. Despite those 
advantages, the integration of PV-based power 
plants also alters the power system operation 
and control. Recently, the increased penetration 
rate of PV generation has raised concerns over 
utility due to the possible negative impact on the 
stability of the power system [5]. The generation 
of electricity from the sun has a challenge because 
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approach, it is important to conduct a probability 
analysis approach. This paper concentrates on the 
analysis of PV plant installations in interconnected 
power systems using a probabilistic approach. 
A probabilistic study using the Monte Carlo 
simulation method is implemented to provide a 
realistic scenario of uncertain conditions of power 
injection from a PV power plant. 

2.   MATERIALS AND METHODS

2.1  Monte Carlo Simulation 

Voltage stability is concerned with the ability of the 
power system to maintain acceptable voltages across 
all buses in the system under normal conditions and 
after failure. The system enters a state of voltage 
instability when a disturbance occurs, an increase 
in load demand, or a change in system condition 
causes a progressive and uncontrolled voltage drop. 
A major factor causing instability is the inability of 
the power system to meet reactive power demands 
[9]. 

As power injection from the renewable 
power plant is continuously fluctuating due 
to unpredictable weather conditions, it would 
introduce the uncertain operation of the power 
system. Under uncertain power injection from a PV 
power plant, a deterministic power flow analysis is 
not sufficient to represent the actual power system 
condition. Therefore, a probabilistic analysis 
approach is required to capture the behavior of 
the power system in particular voltage stability 
circumstances under random power injection from 
the PV power plant. 

Probabilistic power flow (PLF) based 
on numerical methods (such as Monte Carlo 
simulations) or analytical methods (such as 
convolutional techniques) was developed in the 
1970s to deal with power system uncertainty due to 
variations in grid variables [13].

The active bus load is an independent random 
variable and the transmission system is represented 
by a DC network model (so that the reactive 
power flow is negligible). The generation delivery 
procedure is modeled by allocating the variation 
of the total electric charge for the generation bus. 
Since the active electric load variable on each bus is 

the availability of the sun on the earth's surface 
depends on the sun's position which varies due 
to differences in latitude [5, 6]. Furthermore, the 
dependency of solar power on environmental and 
weather circumstances increases the uncertainty 
and unpredictable operating condition of the power 
system. It potentially affects the stable operating 
point of the power system [6, 7].

Fluctuating power injection from PV-based 
power plants may change the power flow direction, 
transmission line congestion, and hence the power 
losses. Eventually, it potentially influences the 
system voltage. The bus voltage is considered an 
important parameter in the power system since it 
significantly influences system stability and safety. 
The variations in P and Q affect the voltages across 
all the buses in the system as well. Therefore, a 
voltage stability analysis can be applied to decide 
whether the voltage levels across the buses are at an 
acceptable level or not [8, 9]. 

Power system voltage stability refers to all buses 
in the system that can maintain a steady voltage 
after a fault. However, from a system planning and 
operating point of view, the stress stability analysis 
is to find the distance of the system to the voltage 
drop in normal operation and to identify areas 
where the stress is weak when the voltage drops. 
This is called static voltage stability [10]. With 
the increasing trend of PV integration in power 
systems, it is important to investigate the effects 
of having of such renewable power generation on 
static voltage stability. Researchers monitored that 
PV location and size have a profound impact on 
system voltage stability [3]. It might have either 
adverse or advantage impacts on voltage stability. 
The effect of the partially solar-PV system on long-
term voltage stability was investigated in [11, 2]. 
It was observed that the integration of PV power 
plants might improve the system voltage stability.

 
Even though many kinds of research have 

been conducted to investigate PV effects on 
voltage stability, however, it was only using the 
deterministic approach. The main drawback of 
the deterministic approach is the limited number 
of cases [1, 13]. Therefore it would not reflect 
the actual condition of system voltage profiles 
under random power injection from PV power 
generation. With the limitation of the deterministic 
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assumed to be independent, the probability density 
function of the circuit current can be calculated by 
a series of convolutions. Later, this basic method 
was extended and also applied to the AC network 
model [14].

The probabilistic distribution function is 
estimated from the solar irradiation data collected 
respectively using the Gaussian mixture distribution 
function. [15] The Gaussian mixture model is 
useful for modeling data that comes from one of 
several groups that may differ from one another, but 
data points in the same group can be modeled well 
by the Gaussian distribution. [13] The formula for 
determining the Gaussian value in Equation (1):

The variable x represents the value of the 
random variable and for the variable µ represents 
the expectation of an experiment, for the variables 
σ2 or σ represents the standard deviation. For 
some of the different formulas, here it is written in 
Equation (2):

which the variable N describes the normal 
value.

Once a statistical model is defined in terms 
of a probability density function, a Monte Carlo 
simulation is performed which involves repeating 
the simulation process using in each simulation a 
set of specific values of the random variable [16].
Various methods have been proposed to study the 
effect of uncertainty on stress stability. Among 
the proposed probabilistic analytical methods, the 
Monte Carlo simulation has become a popular 
method due to its ability to handle a large number 
of samples with great accuracy and flexibility. 
As the power output of the generation unit varies 
due to the uncertainty of the renewable energy 
system, the power-sharing scheme in the microgrid 
changes accordingly which might disrupt the power 
generation and load demand balance [15].

Load Flow results based on Monte Carlo 
Simulation in terms of power flow in various parts 
of the system and voltage profiles in all network 
buses can be treated statistically, and statistical 

estimation and inference methods can be applied 
[15].

In uncertainty analysis, the relationship 
between the dependent and independent variables 
can be expressed in Equation (3):

ℎ represents a function describing the 
correlation between the dynamic behavior of 
the output variables and the uncertain values of 
the input variables. The input and output vector 
variables can be represented as 

v =[v_1, v_2…] ^ t and z = [z_1, z_2…] ^ t of their 
respective values [15].

The purpose of Monte Carlo analysis is to 
estimate the uncertainty of the output or the 
dependent variable resulting from the uncertainty 
of the input or the independent variable through 
certain complex functions [12].

For modeling the power generation in PV, there 
are several models of system problems that do not 
need to be considered, such as not considering the 
system configuration and line impedance values. 
The purpose of modeling the power distribution 
function in PV is to schedule the generator by 
considering the solar energy system by determining 
the optimal amount of generating power for the 
solar energy system units during the study period 
so that the total cost can be minimized by the power 
balance equation, requirements for power reserves, 
and other constraints [17].

Calculation of changes in the duration of 
radiation can be converted to power using Equation 
(4):

Gt  = Forecast radiation per hour
Gstd  = Solar radiation in a standard environment is 
set with a value of 1 000 W m–2

Rc  = The point of radiation is defined as 150 W m–2

Psn= Average PV power output
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These values can only be known through short-
term forecasting. Because the demand for system load 
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These values can only be known through short-
term forecasting. Because the demand for system 
load and solar radiation depends on the social 
behavior of the customer and weather variables 
[18].

2.2   Photovoltaic Model

In this manuscript, probabilistic analysis of system 
voltage profiles under PV power uncertainty is 
conducted using DigSILENT Power Factory 
analytical software. Therefore, the default PV 
model provided in Power Factory software is 
considered in this study. The template model of PV 
with additional features and control is comprising 
of multiple control blocks and functionalities. 
 

The PV-based power plant is modeled as a 
static generator with MPPT, control system, and DC 
link capacitor as depicted in Figure 1. The inverter 
system of the PV model employs Udc-Q which 
maintains the voltage of DC capacitor constant 
to ensure stable operation of the PV system by 
suppressing power and voltage fluctuations. The 
voltage controller is providing direct (Id_ref) and 
quadrature (Iq_ref) current reference values to 
control switching stages of the inverter. While PLL 
model ensures synchronized operation between 
the PV system and the other generator units during 
grid-tied operation.

For the static voltage stability study, the dynamic 
model of the PV power plant is simplified as follows 
[19, 20]: The dynamic of the MPPT controller is 
neglected and it is assumed that the PV array model 

provided reference values for the Udc-Q controller. 
Due to the high-frequency switching features of the 
inverter system, the fast response of the inverter 
inner control loop is neglected.  

3.   RESULTS AND DISCUSSION

Two test systems are considered in this paper to 
investigate the impact of uncertain power injection 
from PV systems. The first investigated test system 
is IEEE 14 as depicted in Figure 2. To investigate 
the effects of PV power uncertainty on system 
voltage profiles, the PV power plants are connected 
in bus 4, 5, and 10. 

The second study case considers the electrical 
system of Lombok, West Nusa Tenggara, Indonesia 
as depicted in Figure 3. the Lombok electricity 
system consists of seven generating units, which 
operate at a voltage of 150 kV, and consists of        
17 buses and 19 channels connected to load centers. 
Multiple PV-based power plants are connected 
in three buses which are located in Sengkol, 
Pringgabaya, and Paokmotong with a capacity of 
3 × 5 MW. By integrating PV sequentially, it will 
be done by randomizing the PV radiation capacity 
to analyze the voltage profile of the transmission 
system.

The Lombok network was selected in this 
research due to the high solar potential energy in 
the island while most of the conventional power 
generations were powered by diesel engines. The 
penetration of PV generation in Lombok island has 
been significantly increasing, replacing a certain 
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Fig.1 PV system model in DigSILENT power factory 
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Fig 2. Single line diagram of IEEE 14 Bus 

 

The second study case considers the electrical 
system of Lombok, West Nusa Tenggara, Indonesia as 
depicted in Figure 3. the Lombok electricity system 
consists of seven generating units, which operate at a 
voltage of 150 kV, and consists of 17 buses and 19 
channels connected to load centers. Multiple PV-based 
power plants are connected in three buses which are 
located in Sengkol, Pringgabaya, and Paokmotong with 
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sequentially, it will be done by randomizing the PV 
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portion of diesel engine-based power generation. 
Therefore, it is necessary to investigate the impacts 
of PV integration on static voltage stability in this 
island electricity network. 

To realize the uncertain condition of PV power 
plant power injection in the investigated test 
systems, 1 000 data of PV power are randomly 
generated and sampled through the Monte Carlo 
simulation method. The 1 000 random scenarios 

of PV power injections from different regions are 
then implemented in DigSILENT power factory 
analytical software. Fluctuation of voltage profiles 
of the selected bus is statistically investigated 
through average and deviations values of the 
selected buses. 

The dynamic model of PV generation developed 
in DigSILENT power factory is considered to 
provide more realistic system dynamic behavior 

 

and solar radiation depends on the social behavior of 
the customer and weather variables [18]. 

2.2 Photovoltaic Model 

In this manuscript, probabilistic analysis of system 
voltage profiles under PV power uncertainty is 
conducted using DigSILENT Power Factory analytical 
software. Therefore, the default PV model provided in 
Power Factory software is considered in this study. The 
template model of PV with additional features and 
control is comprising of multiple control blocks and 
functionalities.  
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Fig.1 PV system model in DigSILENT power factory 

The PV-based power plant is modeled as a static 
generator with MPPT, control system, and DC link 
capacitor as depicted in Figure 1. The inverter system 
of the PV model employs Udc-Q which maintains the 
voltage of DC capacitor constant to ensure stable 
operation of the PV system by suppressing power and 
voltage fluctuations. The voltage controller is providing 
direct (Id_ref) and quadrature (Iq_ref) current reference 
values to control switching stages of the inverter. While 
PLL model ensures synchronized operation between 
the PV system and the other generator units during 
grid-tied operation. 

For the static voltage stability study, the dynamic 
model of the PV power plant is simplified as follows 
[19, 20]: The dynamic of the MPPT controller is 
neglected and it is assumed that the PV array model 
provided reference values for the Udc-Q controller. Due 
to the high-frequency switching features of the inverter 
system, the fast response of the inverter inner control 
loop is neglected.   

 

3. RESULT AND DISCUSSIONS 

Two test systems are considered in this paper to 
investigate the impact of uncertain power injection 
from PV systems. The first investigated test system is 
IEEE 14 as depicted in Figure 2. To investigate the 
effects of PV power uncertainty on system voltage 
profiles, the PV power plants are connected in bus 4, 5, 
and 10.  

 

 

Fig 2. Single line diagram of IEEE 14 Bus 

 

The second study case considers the electrical 
system of Lombok, West Nusa Tenggara, Indonesia as 
depicted in Figure 3. the Lombok electricity system 
consists of seven generating units, which operate at a 
voltage of 150 kV, and consists of 17 buses and 19 
channels connected to load centers. Multiple PV-based 
power plants are connected in three buses which are 
located in Sengkol, Pringgabaya, and Paokmotong with 
a capacity of 3 × 5 MW. By integrating PV 
sequentially, it will be done by randomizing the PV 
radiation capacity to analyze the voltage profile of the 
transmission system. 

Fig 2. Single line diagram of IEEE 14 Bus
 

Fig. 3. Single line diagram of Lombok 150 kV 

To realize the uncertain condition of PV power 
plant power injection in the investigated test systems, 1 
000 data of PV power are randomly generated and 
sampled through the Monte Carlo simulation method. 
The 1 000 random scenarios of PV power injections 
from different regions are then implemented in 
DigSILENT power factory analytical software. 
Fluctuation of voltage profiles of the selected bus is 
statistically investigated through average and deviations 
values of the selected buses.  

The dynamic model of PV generation developed in 
DigSILENT power factory is considered to provide 
more realistic system dynamic behavior under the 
different generations of PV generations. 

3.1 Analysis of Voltage Profiles in IEEE 14 bus 

In the first study case, two scenarios were considered. 
The first scenario investigates the effects of integrating 
one PV power plant to bus 4 of the IEEE 14 bus 
system. The 1 000 data of random power injection from 
the PV power plant are considered, resulting in        1 
000 values of bus voltage fluctuations. 

Figure 4 shows the fluctuation of bus 5, 8, and 9 in 
the IEEE 14 bus system after the integration of the PV 
power plant on bus 4. It was monitored that when one 
PV power plant is integrated, bus 5 V fluctuated 
moderately as depicted in Figure 4a. The bus voltage of 
bus 5 has an average value of 0.967 5, a maximum 

value of 0.968 02, a minimum value of  0.966 97, and 
the standard deviation value on bus 5 is 0.000 74. The 
less fluctuating condition was observed in bus 8 as 
shown in Figure 4b.  

It was monitored that the voltage of bus 8 has an 
average value of 0.958 03, a maximum value of  0.958 
30, a minimum value of 0.957 76, and the standard 
deviation value on bus 8 is 0.000 37. More stable bus 
voltage under different power injections from one PV 
power plant is monitored in bus 9 as presented in 
Figure 4c. It was observed that the voltage of the 
corresponding bus has an average value of 0.947 02, a 
maximum value of  0.947 13, a minimum value of 
0.946 91, and with lower standard deviation value on 
bus 9 is 0.000 15. 

The second scenario considers the integration of 
three PV power plants on bus 12, 14, and 15 in the 
IEEE 14 bus system. Integration of three PV power 
plants in the existing power system network would 
inject more power into the system. Therefore more 
voltage enhancements were expected. On the other 
hand, the distributed energy sources would provide a 
more stable power flow in the network, resulting in less 
fluctuation of system voltage profiles. 

The investigated result from the IEEE 14 bus 
system with the integration of PV generators is 
depicted in Figure 5. The voltage of bus 5 has an 
average value of 0.969 66, a maximum value of 0.969 
90, a minimum value of 0.969 42, and the standard 

G 1

G 2

G 3
G 4

G 5

G 6

G 7

PLTD Ampenan

PLTD Taman

PLTU Jeranjang

PLTD Sewa

PLTD Paokmotong

PLTMH

PLTMH Segara

Bus Jeranjang

Bus Ampenan

Load Ampenan 1

Load Ampenan 2
Bus Jeranjang 1

Bus Jeranjang 2

Load Jeranjang

Bus Taman

Load Taman
Load Mantang

Load Sengkol

Bus Sengkol Bus Kuta 1 Bus Kuta 2

Load Kuta

Bus Mantang

Bus Paokmotong

Bus Paokmotong 1
Bus Paokmotong 2

Bus Pringgabaya 1

Bus Pringgabaya 2

Bus Pringgabaya

Bus Sambalia 1 Bus Sambalia 2

PLTS Sengkol

PLTS Paokmotong

PLTS Pringgabaya

Fig. 3. Single line diagram of Lombok 150 kV

	 Probabilistic Static Voltage Stability of Power System 	 77



under the different generations of PV generations.

3.1 Analysis of Voltage Profiles in IEEE 14 bus

In the first study case, two scenarios were 
considered. The first scenario investigates the 
effects of integrating one PV power plant to                        
bus 4 of the IEEE 14 bus system. The 1 000 data of 
random power injection from the PV power plant 
are considered, resulting in 1 000 values of bus 
voltage fluctuations.

Figure 4 shows the fluctuation of bus 5, 8, and 
9 in the IEEE 14 bus system after the integration 
of the PV power plant on bus 4. It was monitored 
that when one PV power plant is integrated, bus               
5 V fluctuated moderately as depicted in Figure 4a. 
The bus voltage of bus 5 has an average value of 
0.967 5, a maximum value of 0.968 02, a minimum 
value of  0.966 97, and the standard deviation value 
on bus 5 is 0.000 74. The less fluctuating condition 
was observed in bus 8 as shown in Figure 4b. 

It was monitored that the voltage of bus 8 has 

an average value of 0.958 03, a maximum value 
of  0.958 30, a minimum value of 0.957 76, and 
the standard deviation value on bus 8 is 0.000 37. 
More stable bus voltage under different power 
injections from one PV power plant is monitored 
in bus 9 as presented in Figure 4c. It was observed 
that the voltage of the corresponding bus has an 
average value of 0.947 02, a maximum value of                 
0.947 13, a minimum value of 0.946 91, and with 
lower standard deviation value on bus 9 is 0.000 15.

The second scenario considers the integration 
of three PV power plants on bus 12, 14, and 15 in the 
IEEE 14 bus system. Integration of three PV power 
plants in the existing power system network would 
inject more power into the system. Therefore more 
voltage enhancements were expected. On the other 
hand, the distributed energy sources would provide 
a more stable power flow in the network, resulting 
in less fluctuation of system voltage profiles.

The investigated result from the IEEE 14 bus 
system with the integration of PV generators is 
depicted in Figure 5. The voltage of bus 5 has an 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
13. 

 

a) Bus 5 

 

b) Bus 8 

 

c) Bus 9 

Fig. 4. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 1 PV power plant. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
13. 
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Fig. 4. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 1 PV power plant. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
13. 
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Fig. 4. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 1 PV power plant. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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average value of 0.969 66, a maximum value of 
0.969 90, a minimum value of 0.969 42, and the 
standard deviation value on bus 5 is 0.000 34. 
Enhancement of voltage profile is also monitored 
in bus 8 and 9. After integration of three PV power 
plants, the voltage of bus 8 has an average value of 
0.960 4, a maximum value of 0.960 58, a minimum 
value of 0.960 40, and the standard deviation value 
on bus 8 is 0.000 12. While the voltage of bus 9 has 
an average value of 0.949 27, a maximum value of 
0.949 28, a minimum value of 0.949 27, and the 
standard deviation value on bus 9 is 0.000 13.
 

From the two scenarios, it can be noticed 
that integration of one PV system results in a 
slight change of voltage profile and hence a 
small fluctuation in voltage values.  In the second 
scenario of integrating three PV power plants, the 
voltage profiles of the investigated buses are less 
fluctuating than in the first scenario with one PV 
power plant. The placement of PV power plants 
close to each other results in the less fluctuating 
condition of power flow and hence enhanced the 
voltage stability. Additional power injection from 

three locations of PV power plants results in more 
stable voltage profiles of the investigated bus.

3.2  Lombok Network Power Flow Analysis

Similar scenarios were implemented in the second 
practical test system of the Lombok interconnected 
power system. In the first scenario, one PV power 
plant is integrated. The rated capacity of a 5 MW 
PV system is considered.  

Figure 6 represents the fluctuation of bus 
Ampenan, Jeranjang, and Mantang in the Lombok 
system after the integration of one PV power plant. 
It was monitored that when one PV power plant is 
integrated, the bus voltage of Ampenan fluctuated 
significantly. The bus voltage of bus Ampenan has 
an average value of 0.987 9, a maximum value 
of 0.988 1, a minimum value of  0.987 8, and the 
standard deviation value on the Ampenan bus is 
6.045 1. Similarly, the fluctuating condition was 
observed in bus Jeranjang. It was monitored that 
the voltage of bus Jeranjang has an average value of 
0.991 9, a maximum value of 0.992 1, a minimum 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
13. 
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Fig. 4. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 1 PV power plant. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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deviation value on bus 5 is 0.000 34. Enhancement of 
voltage profile is also monitored in bus 8 and 9. After 
integration of three PV power plants, the voltage of bus 
8 has an average value of 0.960 4, a maximum value of 
0.960 58, a minimum value of 0.960 40, and the 
standard deviation value on bus 8 is 0.000 12. While 
the voltage of bus 9 has an average value of 0.949 27, a 
maximum value of 0.949 28, a minimum value of 0.949 
27, and the standard deviation value on bus 9 is 0.000 
13. 

 

a) Bus 5 

 

b) Bus 8 

 

c) Bus 9 
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integration of 1 PV power plant. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the 
integration of 3 PV power plants. 
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Fig. 5. Bus Voltage of selected bus of IEEE 14 bus with the integration of 3 PV power plants.
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value of 0.991 8, and the standard deviation value 
on the Jeranjang bus is 6.015 4. 

More stable bus voltage under different power 
injections from one PV power plant is shown in 
bus Mantang. It was observed that the voltage of 
the corresponding bus has an average value of                          
1.038 1, a maximum value of 1.038 4, a minimum 
value of 1.038 4, and the standard deviation value 
on the Mantang bus is 0.000 1.
 

Fig. 6. Bus Voltage of selected bus of Lombok 
system with integration of one PV power plant.
The second scenario considers the integration of 
three PV power plants in Sengkol, Pringgabaya, 
and Paokmotong with a capacity of 3 × 5 MW. 
Figure 7 shows the fluctuation of bus 5, 8, and 9 
voltages under uncertain power injection from 
three PV power plants. 

Additional power injection from three locations 
of PV power plants results in more stable voltage 
profiles of the investigated bus. More power 

injection from three distributed PV power plants 
enhanced the voltage profiles of the system and also 
reduced the voltage fluctuation.

The bus voltage of Ampenan is indicated by 
an average value of 0.987 6, a maximum value 
of 0.9879, a minimum value of  0.987 3, and the 
standard deviation value on the Ampenan bus is 
0.000 122. The average value of the voltage profile 
is higher and the standard deviation is lower than 
the scenario with one PV system. These conditions 
indicate the improvement of static voltage stability. 
Similar results are observed in bus Jeranjang 
and Mantang. In detail, the voltage profile of 
bus Jeranjang has an average value of 0.986 7,                                                 
a maximum value of 0.987 1, a minimum value 
of 0.986 5, and the standard deviation value on 
the Jeranjang bus is 0.000 123. While bus voltage 
of Mantang has an average value of 1.039 113 a 
maximum value of 1.03 96, a minimum value of 
1.038 3, and the standard deviation value on the 
Mantang bus is 0.000 256.

 

From the two scenarios, it can be noticed that 
integration of one PV system results in a slight change 
of voltage profile and hence a small fluctuation in 
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Fig. 7. Bus voltage of selected bus of Lombok system with integration of three PV power plants.

From the presented results, integrating more 
PV power plants in some locations provides 
beneficial effects on power system operation. Since 
the function of the PV power plant is to support the 
power demand without reducing existing power 
generation from conventional power generation. 
Eventually, it would improve the voltage profiles 
of the system. The static voltage stability of the 
power system is enhanced with the increase of PV 
power plant penetrations. It can be observed from 
the presented research that most of the voltage 
profiles had higher values than in the base case 
scenario without penetration of the PV power plant.  
Moreover, distributed location of the power system 
would reduce congestions of transmission lines 
and power losses. It would provide a more stable 
voltage profile as indicated by lower values of 
standard voltage deviation. With these results, it can 
be suggested that more distributed PV power plant 
installation would provide a more stable situation 
of voltage profiles. The obtained results can be 
implemented to planning the PV allocation and 
transmission line expansion. Hence, the effect of 

uncertainties of solar irradiance can be minimized 
and more stable system voltage profiles can be 
maintained.

In this research, Monte Carlo Simulation is 
considered to provide the probabilistic study of 
system voltage variations under random power 
injection from PV generations. To obtain more 
realistic results, the number of data can be increased. 
However, it should be considered the computational 
time when a large number of data were considered 
in the studies. In the future, more detailed data 
resolution can be considered to perform the 
probabilistic analysis and more renewable energy 
sources such as wind power generation can be 
involved in the study.

4.   CONSLUSION

A probabilistic study of voltage profiles of the 
interconnected power system has been addressed in 
this paper. It was clearly shown from standard test 
systems and practical test systems that the integration 
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of PV power plants and additional power injection 
from those renewable power sources enhanced the 
system voltage profiles. It was also observed that 
more distributed power sources would maintain 
the static voltage stability conditions even though 
the power system was operated under uncertain 
circumstances of power injection from PV.
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Abstract: Solid oxides are the most used catalyst for the synthesis of biodiesel, one of which is calcium oxide (CaO). 
This research reports the synthesis of CaO catalysts sourced from chicken eggshells through the calcination process. 
Chicken eggshells were cleaned and dried for 24 h at 120 oC. The eggshells were then calcined at temperatures varying 
from 600 oC to 900 oC for 6 h and the resulted sample were characterized by FTIR and XRD. The biodiesel synthesis 
was conducted at 65 ºC with a reaction time of 2 h and the concentration of catalyst was varied at 3 wt%, 6 wt%, 
and 9 wt%. The optimal biodiesel synthesis was obtained at a concentration of CaO catalyst formed at a calcination 
temperature of 900 ºC at 9 wt%. The yield of biodiesel conversion was obtained at 81.43 % and glycerol was produced 
as a by-product.

Keywords: Alternate Feedstock,  Calcination, Environmentally Friendly Catalyst, Reduce Production Cost, Renewable 
Energy, Reuse Waste Material

1.   INTRODUCTION 

Sustainable biodiesels are usually made from 
vegetable oils, inedible oils, fats, algae, and waste 
cooking oil. The vegetable oil is more efficient for 
biodiesel production due to the low content of free 
fatty acids (FFA) [1–3]. The high content of FFA 
in biodiesel synthesis can trigger a saponification 
reaction and reduces the quality of biodiesel [4]. 
Biodiesel synthesis from vegetable oil requires 
more expensive production costs than waste 
cooking oil since waste cooking oil is easy to obtain 
[5]. Thus, waste cooking oil is more attractive for 
biodiesel synthesis [6]. 

A calcium oxide (CaO) catalyst is a 
heterogeneous base catalyst that can be used as 
an accelerator in biodiesel synthesis reactions. 

One of the CaO catalysts can be synthesized 
through the calcination process of CaCO3. One 
of the many wastes containing CaCO3 is chicken 
eggshells. Chicken eggs are widely consumed in 
Indonesia, so chicken eggshells are quite abundant. 
Eggshells have many advantages, among them are 
biodegradable, recyclable, and biocompatible [7]. 
Eggshells consist of 94 % CaCO3, 1 % Ca3(PO4)2,   
1 % MgCO3, and 4 % of organic ingredients [8]. 
The solid waste of chicken eggshells is harmless 
to the environment, it is generally disposed of in 
landfills without any pretreatment.

2.   MATERIALS AND METHODS

This research used the waste of chicken eggshells as 
feed stock to produce CaO catalysts. The eggshells 
were cleaned then dried at 100 ºC for 24 h and 
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and at 900 °C produced a white powder with a little 
gray. The higher the calcination temperature, the 
more metal oxides formed which is indicated by 
the color change of the chicken eggshells powder 
to white [9]. 

The results of XRD for the chicken eggshells 
powder after calcination at a temperature of 600 ºC 
to  900ºC, are shown in Figure 1. The XRD pattern 
for calcination at 900 °C shows the successful 
formation of the crystalline CaO structure as 
indicated by the appearance of a sharp peak at                                                                 
2θ = 32.2°, 37.4°, 53.9°, 64.2°, and 67.4° that 
indicate an increase in the resulting CaO digitality. 
Commercial CaO also has the same peaks on 
the XRD pattern. However, there are still peaks 
associated with the CaCO3 phase which appeared 
at 2θ = 29.4° and 47.3° also the Ca(OH)2 which 
appeared at 2θ = 28.6°, 34.2°, 47.2°, and 50.9°. 

The compound fraction is calculated using 
the Reference Intensity Ratio (PERR) shown in 
Equation (2) [10]:

 	

Figure 1 shows that at calcination temperature 
of 600 ºC, 700 ºC, and 800 ºC high composition of 
CaCO3 was formed with compound fraction around 
68 % to 86 % along with the minor composition 
of CaO, Ca(OH)2, and impurity with respective 
compound fraction around 7 % to 8 %, 3 % to 5 %, 
and 11 % to 19 %. This indicates that at calcination 
temperatures of 600 ºC, 700 ºC, 800 °C only a small 
amount of CaCO3 is converted to CaO. For 900 ºC 
calcination temperature, the composition of CaO 
was optimally formed with a fraction compound 
of 85.02 % with 3.73 % of CaCO3, 11.24 % of 
Ca(OH)2, and is already clean from impurity. 

FTIR analysis of the CaO catalyst was carried 
out at 4 000 cm–1 to 400 cm–1 wave numbers as 
shown in Figure 2 [11].  The OH band appeared 
at a wave number of 3 639.06 cm–1 to 3 760.21 
cm–1 for the calcination temperature of 800 ºC 
and appeared very sharply at 900 ºC, but did not 
appear at temperatures of 600 ºC and 700 ºC. The 
OH band is considered as a CaO characteristic [12] 
so that the appearance of the OH group indicates 

crushed to reduce their particle size up to 60 mesh.

CaO catalysts were made through the calcination 
process of sieved eggshell particles. The process 
is intended to remove carbon dioxide compounds 
through the decomposition reaction of calcium 
carbonate (CaCO3) contained in eggshells so that 
calcium oxide compounds are obtained. Equation 
(1) shows the reaction during the calcination 
process [9]:

                CaCO3     CaO + CO2 	     	            (1)

The chicken eggshell powder was then calcined 
for 6 h at a varied temperature of 600 °C, 700 °C,                                                                                                                   
800 °C, and 900 °C. The resulted sample 
was analyzed and characterized using X-ray 
Diffractometer (XRD) and the Fourier Transform 
Infra-Red (FT-IR) spectroscopy.

The next step was the pretreatment process to 
reduces the content of FFA in the waste cooking 
oil sample. In this study, the desired FFA content 
is < 1 %. The process was started by heating waste 
cooking oil (300 mL) at a temperature of about      
55 °C to 65 ºC. Then a mixed solution of methanol 
(15% of the mass waste cooking oil) and H2SO4 
catalyst (1% of the mass waste cooking oil) was 
put into the waste cooking oil sample at 60 ºC for 
2 h. After the reaction finished, the waste cooking 
oil was washed using distilled water. The waste 
cooking oil was then reheated at 120 ºC for 10 min. 
Then to prepare a lye solution, the CaO catalyst 
from chicken eggshells was mixed with methanol 
with a molar ratio of 6:1. The added lye solution 
to the pretreated waste cooking oil with a varied 
concentration of 0 wt%, 3 wt%, 6 wt%, and 9 wt% 
and heated at 65 ºC for 2 h for transesterification 
reaction. After the transesterification reaction 
was completed, the biodiesel sample was left for 
one night to separate the upper layer containing 
biodiesel. Glycerol in the lower layer must be 
washed to neutralize the biodiesel from glycerol.

3.   RESULTS AND DISCUSSION

The physical formation of CaO can be seen from 
the color change of the eggshell after the calcination 
process. Calcination at 600 °C produced a dark gray 
powder, at 700 °C produced a pale gray powder, 
at 800 °C produced a pale gray with a little white, 
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(2) 

Figure 1 shows that at calcination temperature of 
600 ºC, 700 ºC, and 800 ºC high composition of CaCO3 
was formed with compound fraction around 68 % to 
86 % along with the minor composition of CaO, 
Ca(OH)2, and impurity with respective compound 
fraction around 7 % to 8 %, 3 % to 5 %, and 11 % to 
19 %. This indicates that at calcination temperatures of 
600 ºC, 700 ºC, 800 ºC only a small amount of CaCO3 
is converted to CaO. For 900 ºC calcination 
temperature, the composition of CaO was optimally 
formed with a fraction compound of 85.02 % with 
3.73 % of CaCO3, 11.24 % of Ca(OH)2, and is already 
clean from impurity.  

FTIR analysis of the CaO catalyst was carried out 
at 4 000 cm–1 to 400 cm–1 wave numbers as shown in 
Figure 2 [11].  The OH band appeared at a wave 
number of 3 639.06 cm–1 to 3 760.21 cm–1 for the 
calcination temperature of 800 ºC and appeared very 
sharply at  
900 ºC, but did not appear at temperatures of 600 ºC 
and 700 ºC. The OH band is considered as a CaO 
characteristic [12] so that the appearance of the OH 
group indicates a peak fit between the three samples. 
However, the emergence of these OH groups cannot 
merely be used to justify that the sample analyzed is 
CaO because the presence of Ca(OH)2 also causing the 
emergence of a dip in the area of about 3 643 cm–1 as 
shown by previous research [13]. The presence of such 
dip may be due to the adsorbent of water on the CaO 
surface because of its nature as an absorber of water 
from the air [13]. 

The CaO is detected by referring to the wave 
number at the area around 400 cm-1 in the sample. 
Referring to the standard CaO, CaCO3, and Ca(OH)2 
spectrum, the CaO spectrum appeared to broaden at 
that wave number. Dips in the region of about 400 cm–1 

to 500 cm–1 are connected with the stretching of Ca-O 
bonds. The sample with a calcination temperature of   

𝐹𝐹𝑟𝑟𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑜𝑜𝑛𝑛 𝑅𝑅  % =
 𝐼𝐼𝑖𝑖
𝐼𝐼𝑚𝑚𝑎𝑎𝑥𝑥
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a peak fit between the three samples. However, 
the emergence of these OH groups cannot merely 
be used to justify that the sample analyzed is CaO 
because the presence of Ca(OH)2 also causing the 
emergence of a dip in the area of about 3 643 cm–1 

as shown by previous research [13]. The presence 
of such dip may be due to the adsorbent of water on 
the CaO surface because of its nature as an absorber 
of water from the air [13].

The CaO is detected by referring to the wave 
number at the area around 400 cm-1 in the sample. 
Referring to the standard CaO, CaCO3, and 
Ca(OH)2 spectrum, the CaO spectrum appeared to 
broaden at that wave number. Dips in the region 
of about 400 cm–1 to 500 cm–1 are connected with 
the stretching of Ca-O bonds. The sample with a 
calcination temperature of   900 ºC indicates more 
CaO formation, due to the broadened dip at the 
wave number.

The calcination temperature greatly influences 
the structure of the catalyst and its catalytic 
properties. Therefore, the catalytic activity of 
the sample of eggshell powder was then tested 
through a process of transesterification to convert 
triglycerides to biodiesel (free acid methyl esters/ 
FAME). The FFA level of the waste cooking oil 
is reduced from 4.045 % to 0.775 % by the CaO 
catalyst; a significant reduction of 80.84 %. 

This research found that only eggshell powder 
produced by calcination at 900 ºC can form glycerol 
after the transesterification reaction with the waste 
cooking oil. This is mainly because eggshell powder 
with calcination temperatures of 600 ºC, 700 ºC, 
and 800 ºC was not producing enough CaO and was 
mainly dominated by CaCO3 or calcite. Previous 
studies also found that if the eggshell powder is 
dominated by CaCO3, it was not able to catalyze 
and eliminate energy during the transesterification 
reaction [14].

The CaO catalyst from eggshell Powder with 
calcination temperatures of 900 ºC produced a 
fraction of biodiesel of about 66.76 %. This can 
prove that a higher calcination temperature increases 
the catalytic properties of the transesterification 
process. In addition, the formation of glycerol after 
the transesterification process also justifies the 
presence of biodiesel because it has fulfilled the 

transesterification reaction. This is also confirmed 
by previous research which discussed its calcination 
temperature at 900 ºC and found that the catalyst 
that was very active in the transesterification 
reaction process [15].

In biodiesel synthesis, the concentration of catalyst 
is also very much influences the transesterification 
process. Figure 3 shows the biodiesel yield at 
different catalyst concentrations.

Figure 3 shows that the biodiesel yield increases 
monotonically with increasing calcium oxide (CaO) 
catalyst concentration. This increase is consistently 
occurring in all samples of chicken eggshell powder. 
From the results, it was found that the CaO catalyst 
produced at 900 ºC calcination temperature gave 
the largest contribution in converting triglycerides 
to biodiesel by 81.43 % with a concentration of 9 
wt%. The synthesis of biodiesel with a commercial 
catalyst was also carried out to compare the biodiesel 
produced with a catalyst from the eggshell. The 
highest biodiesel production was obtained on the    
9 % catalyst concentration which was 83.59 %. 
This yield is higher than the catalyst from eggshells 
at the same concentration. However, for the 3 wt% 
and 6 wt% eggshell catalysts, the biodiesel yield 
was higher than the commercial CaO catalyst. This 
is caused by the increase in the reaction rate at a 
high concentration of catalyst which reduces the 
activation energy [12]. 

The yield of biodiesel is higher than the results 
of Muhammad et. al. [16] that synthesized biodiesel 
from used cooking oil using a microwave and CaO 
catalyst from chicken eggshells and duck eggshells. 
The catalyst composition varied from 1 % to               
10 % and showed the maximum amount of yield of 
biodiesel at a composition of 5 % CaO from chicken 
and duck eggshells, respectively 40.74 % and         
67.07 %. From this known that used cooking oil 
biodiesel with CaO catalyst from chicken eggshells 
and through common transesterification in this 
study gives better results.

The biodiesel produced in the experiment was 
then tested to determine whether it is suitable with 
the available standards for use. The tests carried 
out were among others to determine the kinematic 
viscosity, density, pour point, flash point, and fog 
point. The biodiesel characteristics are shown 
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900 ºC indicates more CaO formation, due to the broadened dip at the wave number. 

 

 

 

Fig. 1. XRD diffraction pattern of 6 h calcined eggshells 

 

 

 

Fig. 1. XRD diffraction pattern of 6 h calcined eggshells

Fig. 2. Graph of FTIR results of chicken eggshells powder with 6 h calcination
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Fig. 2 Graph of FTIR results of chicken eggshells powder with 6 h calcination 

The calcination temperature greatly influences the 
structure of the catalyst and its catalytic properties. 
Therefore, the catalytic activity of the sample of 
eggshell powder was then tested through a process of 
transesterification to convert triglycerides to biodiesel 
(free acid methyl esters/ FAME). The FFA level of the 
waste cooking oil is reduced from 4.045 % to 0.775 % 
by the CaO catalyst; a significant reduction of 80.84 %.  

This research found that only eggshell powder 
produced by calcination at 900 ºC can form glycerol 
after the transesterification reaction with the waste 
cooking oil. This is mainly because eggshell powder 
with calcination temperatures of 600 ºC, 700 ºC, and 
800 ºC was not producing enough CaO and was mainly 
dominated by CaCO3 or calcite. Previous studies also 
found that if the eggshell powder is dominated by 
CaCO3, it was not able to catalyze and eliminate energy 
during the transesterification reaction [14]. 

The eggshell produced by calcination temperatures of 
900 ºC produced a fraction of biodiesel of about 
66.76 %. This can prove that a higher calcination 
temperature increases the catalytic properties of the 
transesterification process. In addition, the formation of 
glycerol after the transesterification process also 
justifies the presence of biodiesel because it has 
fulfilled the transesterification reaction. This is also 
confirmed by previous research which discussed the 

calcination temperature at 900 ºC and found that the 
catalyst that was very active in the transesterification 
reaction process [15]. 

In biodiesel synthesis, the concentration of catalyst 
is also very much influences the transesterification 
process. Figure 3 shows the biodiesel yield at different 
catalyst concentrations. 

 

 

Fig. 3 Graph of the yield of biodiesel at a different catalyst 
concentration  
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in Table 1. Density test of the biodiesel samples 
produced with CaO catalyst formed by calcination 
temperatures at 800 ºC and 900 ºC, commercial 
CaO, and without catalyst were met with SNI and 
ASTM standards for all concentrations. But for the 
samples produced with CaO formed by calcination 
temperature at 600 ºC and 700 ºC the density of the 
biodiesel of which has not met with the standard for 
all catalyst concentrations.

The results of the kinematic viscosity test of 
the biodiesel samples with CaO catalyst formed 
at 900 ºC calcination temperature and commercial 
CaO catalysts were met with the SNI and ASTM 
standards and were characterized by a rather thin 
physical property. When compared to conventional 
diesel the kinematic viscosity value of the biodiesel 
samples that met the standard is not much different, 
which is around 4.6 mm2 s–1. This means that CaO 
catalyst formed with calcination temperature of                                                                                            
900 ºC and commercial CaO can reduce the 

kinematic viscosity of biodiesel.

Flashpoint of all the biodiesel samples was met 
with SNI standards (minimum 100 ºC) and ASTM 
(minimum 130 ºC) so that all biodiesel samples were 
within safe limits of fire hazards during storage, 
handling, and transportation. But the flashpoint 
value of the biodiesel samples produced by CaO 
catalyst formed at a calcination temperature of                                                                                                          
900 ºC and commercial CaO and CaO catalyst 
formed at 600 ºC, 700 ºC, 800 ºC, for the same 
process. The case without catalyst has a very 
significant difference with a ratio of about 1: 2. It 
should be noted that the flashpoint that is too high 
is also not good to be used because biodiesel will be 
difficult to light itself [17].

The test results of the cloud points of all 
biodiesel samples were met with the two standards. 
For the pour points, test CaO catalyst formed at 
calcination temperatures of 800 ºC and 900 ºC and 
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commercial CaO were met with SNI  (maximum     
18 ºC) and ASTM (maximum 18 ºC). Whereas for 
the CaO catalyst formed at a calcination temperature 
of 600 ºC and 700 ºC, and without catalyst were not 
meet with the standards so it is not recommended.

4.   CONCLUSION 

Based on the results of the characterization and 
analysis carried out on the CaO catalyst and biodiesel 
samples, this article concluded that the CaO catalyst 
formed with calcination at a temperature of 900 ºC 
can be used as a reference for the production of 
biodiesel where the concentration of 9 wt% yields 
the highest biodiesel formation of about 81.43 %. 
The results of the test to characterize the biodiesel 
samples that met with the qualifications of SNI-04-
7182: 2015 and ASTM D6751 were obtained from 
the biodiesel samples Synthesized by CaO catalyst 
form chicken eggshell with calcination temperature 
of  900 ºC and commercial CaO with 3 wt%, 6 wt%, 
and 9 wt% catalyst concentration.
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Table 1. Biodiesel sample characteristics based on SNI and ASTM 

Characteristics 
Density  
(kg m–3) 

Kinematic 
viscosity  
(mm2 s–1) 

Point (oC) 

flash pour cloud 

ASTM D6751 800 to 880 1.90 to 6.00 Min. 100 Max. 18 Max. 18 
SNI-04-7182:2015 850 to 890 2.30 to 6.00 Min. 120 Max. 18 Max. 18 

Without catalist 0 880 25.02 326.5 18.3 15.1 

CaO catalist 
concentration 

(wt%) 

600 oC 
3 910 34.39 328.3 21.6 17.6 
6 900 34.23 336.8 20.8 16.5 
9 900 34.22 327.7 21.4 16.3 

700 oC 
3 910 36.37 334.7 20.1 16.4 
6 900 33.72 330.9 18.9 16.6 
9 890 32.96 327.2 18.3 16.7 

800 oC 
3 870 33.6 332.6 16.1 14.8 
6 850 34.32 326.7 17.7 14.6 
9 850 33.9 318.7 17.1 13.7 

900 oC 
3 870 3.88 175.5 15.4 11.3 
6 860 4.41 178.3 16.7 11.7 
9 870 4.58 175.8 17.8 10.7 

Commercial 
3 860 3.99 185.4 16.1 11.8 
6 870 4.39 186.7 17.5 11.5 
9 860 4.53 184.6 17.7 11.6 

 

Figure 3 shows that the biodiesel yield increases 
monotonically with increasing calcium oxide (CaO) 
catalyst concentration. This increase is consistently 
occurring in all samples of chicken eggshell powder. 
From the results, it was found that the CaO catalyst 
produced at 900 ºC calcination temperature gave the 
largest contribution in converting triglycerides to 
biodiesel by 81.43 % with a concentration of 9 wt%. 
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Abstract: Hebel brick (also known as a lightweight brick) is a product of modern building materials because it has a 
lighter weight but it is stronger than cement bricks and red bricks. Hebel bricks can withstand pressures of more than                                                                                          
4 MPa and are suitable as building wall materials, and speed up construction, and save on cement material costs. 
One of the most important materials is silica sand in the manufacture of Hebel bricks. The silica sand used in the 
manufacture of Hebel bricks must have a moisture content of 10 % to 15 %. The purpose of this study is to provide 
a solution in the form of a drying technique design using a rotational speed control method and a machine that uses 
biomass-based energy sources. This rotary drying machine is designed to be able to dry wet silica sand into silica sand 
with water content according to standards. The development of this drying machine begins with making an initial 
design and parameter analysis. Then proceed to the design, manufacture, and performance testing. The calculation 
results show that the wet base moisture content has decreased from 33.17 % to 16.58 %, the dry base moisture content 
decreased from 49.63 % to 19.88 % and drying efficiency also decreased from 63.11 % to 17.11 %. Hence it can be 
seen that the percentage of wet base moisture content reduced by 50 %, the percentage of dry base moisture content 
reduced by 59.94 %, and the percentage of drying efficiency reduced by 72.9 %.  

Keywords: Building Material, Drying Heat, Hebel Brick, Increase Cost Efficiency, Renewable Energy, Silica Sand.

1.   INTRODUCTION 

Modern buildings are characterized by the efficient 
use of raw materials and costs. Hebel brick is 
a building material that has shifted the role of 
cement brick and red brick because it has a lighter 

weight but is stronger than cement brick and red 
brick. Hebel brick has a dry density of about                                   
520 kg m–3 and a normal density of about                                                                                                
650 kg m–3 and is also able to withstand pressures of 
more than 4 MPa and has a thermal conductivity of                                                                                                      
0.14 W m–1 k–1. Proven to be very strong for 
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et al. [17], Suwati et al. [18], and Siskawardani                                                
et al. [19] discussed seaweed drying. Hence with 
the increasingly widespread development of 
renewable-energized drying machines, It is hoped 
that it can reduce the use of fossil fuels, hence 
in the future, it can reduce the occurrence of 
environmental pollution.

2.   MATERIALS AND METHODS 

2.1  Flow Diagram of Research

The research process was carried out in several 
stages, namely the first stage by making an initial 
design and parameter analysis based on heat transfer 
properties, thermodynamics, and engine elements. 
The second stage is to optimize the design process. 
If the results are optimal, it will proceed to the third 
stage by making the drying machine design drawing. 
Meanwhile, if the results are not optimal, it will be 
repeated to the initial design process and parameter 
analysis. After making the drying machine design 
drawing is complete, it will proceed to the fourth 
stage by carrying out the fabrication process for the 
manufacture of the dryer machine. After the dryer 
machine is fabricated, it will proceed to the next 
stage by testing the performance and drying process 
on the dryer machine. Completely, Figure 1. shows 
stages carried out in this research.

building wall materials, accelerate construction and 
save costs of using cement materials [1]. 

In the manufacture of the Hebel bricks, one of 
the most important materials is silica sand (SiO2). 
Silica sand mining areas are usually close to rivers 
or beaches, hence after being taken from the mining 
area, the silica sand still has high moisture content 
ranging from 60 % to 80 %. Meanwhile, the silica 
sand used in the manufacture of Hebel bricks must 
have a slight moisture content ranging from 10 % to 
15 %. Hence to get silica sand with moisture content 
(10 % to 15 %), a drying process is required. To get 
fast drying results, the silica sand drying process 
needs to be done using a drying machine. At this 
time many types of drying machines have been 
developed, ranging from conveyor-shaped drying 
machines, oven-shaped drying machines, and some 
even developing rotary drying machines. Most 
of these drying machines are still operated using 
sources of electrical energy and some are using 
fossil fuel generators. And in recent years, various 
studies have been conducted by making drying 
machines that use heat energy from renewable 
energy sources. 

Several researchers have developed drying 
machines for various purposes, such as Susanto 
et al. [2] has developed the solar-energized drying 
machine for drying foodstuffs. Sandra [3] has 
developed a conveyor-shaped drying machine 
for drying cocoa beans. Estiasih et al. [4] has 
developed the oven-shaped drying machine for 
the development of food processing technology. 
Susanto [5, 6] have developed the renewable-
energized drying machine for drying silica sand. 
Hussain et al. [7] has developed a drying machine 
for drying wood. Latifah et al. [8] has developed 
the shoe drying system. Atnaw et al. [9] and 
Yassen et al. [10] have developed solar biomass 
drying systems. Kirar et al. [11] has developed the 
solar cloth drying machine. Nyzam et al. [12] has 
developed a heating system to disinfect rice lice 
using radiofrequency and microwaves. Macieira 
et al. [13] has developed dry and wet systems 
to rehabilitate buildings. Rabidin et al. [14] has 
developed the vacuum drying system using kilns 
and radiofrequency. And Wutthithanyawat et al. 
[15] has developed a drying process by controlling 
the temperature in the heating zone. Hanif et al. [16] 
have discussed drying for chilies, while Abdullah 
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2.2  Working Principle of Biomass-Energized 	  	
       Drying Machine 

In the research design of the biomass-energized 
rotary drying system, the heat used from biomass 
energy allows the drying process to take place 
continuously. The silica sand to be dried still has a 
high moisture content ranging from 60 % to 80 %. 
Meanwhile, the silica sand used in the manufacture 
of Hebel bricks must have a slight moisture content 
ranging from 10 % to 15 %. Hence it takes the 
amount of wood biomass waste as much as 15 kg 
h–1 with a specific heat of 19.94 kJ kg–1. Figure 2 
shows the components of the rotary dryer machine:

The first step in the drying process using 
the biomass-energized rotary dryer system is by 
inserting wet silica sand material through the inlet 
hopper to be channeled into the drying chamber. 
Drying process of wet silica sand material, by 
turning the drying chamber using drive motor and 
flowing hot air generated from the combustion 
process that occurs in the furnace of biomass. A 
combination of the drying chamber rotation and 
hot airflow will facilitate the drying process of wet 
silica sand material. 

The drying chamber rotation will cause stirred 
and spread the wet silica sand material in the drying 
chamber, and facilitate the flow of hot air to release 
the moisture content present in the wet silica sand 
materials and remove it from the drying chamber. In 
addition, the drying chamber rotation will facilitate 
the wet silica sand material to move from the 
initial entry to exit the drying chamber. The hot air 
flowed from the biomass furnace, generated from 

the combustion of biomass waste in the biomass 
furnace combustion chamber. The heat generated 
from the combustion chamber is then transferred 
to the drying air chamber through a heat transfer 
process. The heat transfer process in the biomass 
furnace is shown in Figure 3.

3.   RESULTS

3.1  Drying Process on the Rotary Drying 		
       Machine

To find out the drying process of this rotary dryer 
machine, it can be known through the following 
equation. The first step is to calculate the wet base 
moisture content of silica sand using Equation (1) 
[2, 5, 6]:
 

(1)

Then using Equation (2) to calculate dry base 
moisture content of silica sand:
 

(2)

Equation (3) is used to calculate drying rate of 
silica sand:
 

(3)

Equation (4) is used to calculate the amount of 
silica sand drying heat:

 	 (4)

Equation (5) is used to calculate Q1 (silica sand 
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sensible heat):

 	 (5)

Equation (6) is used to calculate Q2 (water 
sensible heat) and it is used to increase the water 
temperature in silica sand:

 	 (6)

Equation (7) is used to calculate Q3 (water 
evaporation latent heat) which is the amount of heat 
used to evaporate water from silica sand:

 	 (7)

Equation (8) is used to calculate the amount of 
heat received by silica sand:

 	 (8)

Equation (9) is used to calculate the drying 
efficiency of silica sand:

 	 (9)

Where:	
MCwb     = Wet base moisture content (%)
MCdb     = Dry base moisture content (%)
Wa	  = Silica sand water mass (kg)
Wb	  = Silica sand wet mass (kg)
M	  = Drying rate of silica sand (kg s–1)

M0	  = Silica sand initial mass (kg)
Mt	  = Silica sand final mass (kg)
∆t	  = Time interval of drying (s)
Q	  = Silica sand drying heat (kJ)
Q1	  = Silica sand sensible heat (kJ)
Q2	  = Water sensible heat (kJ)
Q3	  = Water evaporation latent heat (kJ)
q	  = Heat received by silica sand (kJ)
mk	  = Dry silica sand mass (kg)
ma	  = Water mass in silica sand (kg)
mw	  = Water evaporated mass (kg)
cp	 = Silica sand specific heat (J kg–1 °C–1)
ca	 = Water specific heat (J kg–1 °C–1)
cu	 = Air specific heat (J kg–1 °C–1)
hfg	 = Water evaporation specific heat (J kg–1)
ρ	 = Silica sand density (kg m–3)
V	 = Drying chamber volume (m3)
T0	 = Silica sand initial temperature (°C)
T1	 = Silica sand final temperature (°C)
Tin	 = Burner intake temperature (°C)
Tout        = Burner exit temperature (°C)
η	 = Silica sand drying efficiency (%)

3.2  Drying Process Data Analysis

The following data shows the drying process in the 
drying machine. Table 1 shows the initial data of 
the drying machine.

Equations (1) to Equation (9) are used to 
calculate the drying process and drying efficiency 
using the data in Table 1. Furthermore, Table 2 and 
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4. RESULTS AND DISCUSSION 

4.1 Drying Process Data Analysis 

The following data shows the drying process in the 
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drying machine. 
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Table 3 show the calculation results.

Table 2 shows the calculation results of wet base 
moisture content, dry base moisture content, and 
drying rate. While Table 3, it shows the calculation 
results for drying heat and drying efficiency. The 
calculation results graphs of the drying process 
and drying efficiency are shown in Figure 4 and     
Figure 5:

 
The Figure 4 graph shows that with variations 

in the rotation of the rotary dryer chamber from 
6.6 rpm to 13.2 rpm, the wet base moisture content 
decreased from 33.17 % to 16.58 % and the dry 
base moisture content also decreased from 49.63 % 
to 19.88 %. 

 The Figure 5 graph shows that with variations 
in the rotation of the rotary dryer chamber from     

6.6 rpm to  13.2 rpm (in SI: 1 rpm = 1/60 Hz), 
the drying efficiency decreased from 63.11 % to         
17.11 %.

4.  DISCUSSION

In designing the biomass-energized rotary dryer 
system, several things must be considered carefully, 
namely: (i) the material being dried is silica sand, 
hence it must take into account the erosion of the 
drying chamber shell. Therefore, it is necessary to 
design the drying chamber shell with the appropriate 
thickness and safety with a relatively long lifetime 
[4, 5]. (ii) To anticipate this equipment used in areas 
that have not yet received electricity, a generator or 
renewable-energized power plant must be prepared 
in advance [2, 5, 6]. (iii) Since heat for the drying 
process is generated by the furnace of biomass, 
the fuel from the waste biomass used also affects  

Table 1. The initial data of the drying machine. 
No Parameters Value Unit 

i Drying chamber Area (A) 0.272 m2 

ii Drying chamber Length (L) 3 m 

iii Drying chamber Volume (V) 0.81 m3 

iv Drying air speed (vu) 11 m s–1 

v Total volume of the outflow (Qu) 0.050 m3 min–1 

vi Wet silica sand mass (mb) 100 kg 

vii Total mass of the outflow (ṁ) 4.5 kg min–1 

viii Air specific heat (cu) 1 004 J kg–1 ºC–1 

ix Water specific heat (ca) 4 180 J kg–1 ºC–1 

x Silica sand specific heat (cp) 664 J kg–1 ºC–1 

xi Water evaporation specific heat (hfg) 2 260 J kg–1 

xii Silica sand initial temperature (T0) 20 ºC 

xiii Silica sand final temperature (T1) 35 ºC 

xiv Burner intake temperature (Tin) 80 ºC 

xv Burner exit temperature (Tout) 50 ºC 

 

 

Table 2. Drying process calculation results. 
nr V ma mk MCwb MCdb M 

(rpm)* (m3) (kg) (kg) (%) (%) (kg min–1) 
6.6 0.367 33.17 66.83 33.17 49.63 5 
7.9 0.306 27.64 72.36 27.64 38.20 5 
9.2 0.262 23.69 76.31 23.69 31.05 5 
10.6 0.229 20.73 79.27 20.73 26.15 5 
11.9 0.204 18.43 81.57 18.43 22.59 5 
13.2 0.183 16.58 83.42 16.58 19.88 5 

 

Table 3. Drying efficiency calculation results. 
nr Q1 Q2 Q3 Q q η 

(rpm)* (kJ) (kJ) (kJ) (kJ) (kJ) (%) 

6.6 665.63 2 079.73 74.96 2 820.32 4 468.73 63.11 

7.9 720.69 1 733.10 62.47 2 516.27 5 806.06 43.34 

9.2 760.02 1 485.52 53.54 2 299.09 7 143.39 32.18 

10.6 789.52 1 299.83 46.85 2 136.20 8 480.72 25.19 

11.9 812.46 1 155.40 41.65 2 009.51 9 818.05 20.47 

13.2 830.82 1 039.86 37.48 1 908.16 11 155.38 17.11 
 *) in SI: 1 rpm = 1/60 Hz 
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xiii Silica sand final temperature (T1) 35 ºC 

xiv Burner intake temperature (Tin) 80 ºC 

xv Burner exit temperature (Tout) 50 ºC 

Equations (1) to Equation (9) are used to calculate 
the drying process and drying efficiency using the data 
in Table 1. Furthermore, Table 2 and Table 3 show the 
calculation results. 

Table 2. Drying process calculation results. 
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Table 3. Drying efficiency calculation results. 
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Table 2 shows the calculation results of wet base 
moisture content, dry base moisture content, and drying 
rate. While Table 3, it shows the calculation results for 
drying heat and drying efficiency. The calculation 
results graphs of the drying process and drying 
efficiency are shown in Figure 4 and Figure 5: 

 

Fig. 4. Graphs of water content (%) vs rotary dryer rotation 
(rpm) [in SI: 1 rpm=1/60 Hz] 

The Figure 4 graph shows that with variations in the 
rotation of the rotary dryer chamber from 6.6 rpm to 
13.2 rpm, the wet base moisture content decreased from 
33.17 % to 16.58 % and the dry base moisture content 
also decreased from 49.63 % to 19.88 %.  

 

Fig. 5. Graph of drying efficiency (%) vs rotary dryer rotation 
(rpm [1 rpm = 1/60 Hz]). 

The Figure 5 graph shows that with variations in the 
rotation of the rotary dryer chamber from 6.6 rpm to   
13.2 rpm (in SI: 1 rpm = 1/60 Hz), the drying efficiency 
decreased from 63.11 % to 17.11 %. 

4.2 Drying Process Discussion 

In designing the biomass-energized rotary dryer system, 
several things must be considered carefully, namely: (i) 
the material being dried is silica sand, hence it must take 
into account the erosion of the drying chamber shell. 
Therefore, it is necessary to design the drying chamber 
shell with the appropriate thickness and safety with a 
relatively long lifetime [4, 5]. (ii) To anticipate this 
equipment used in areas that have not yet received 
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the heat generated. The wet biomass waste used 
will not burn easily, hence it causes combustion 
in the furnace of biomass to take longer to reach 
the ideal drying temperature in the drying chamber. 
Conversely, the dry biomass waste used will burn 
easily, hence it causes combustion in the furnace 
of biomass to take faster to reach the ideal drying 
temperature in the drying chamber. In addition, 
because the drying process using the rotary dryer 
machine is carried out for 8 h d–1, the availability 
of biomass waste is an important thing that must 
be available. And the amount of biomass waste 
required for burning in a biomass furnace is around 
120 kg d-1 [4].

5.   CONCLUSION

The biomass-energized rotary drying machine is 
designed to dry silica sand to make Hebel bricks. 
This drying machine is used to dry silica sand which 
has an initial moisture content of 80 % to a moisture 
content of 15 %. With variations in the rotation of 
the rotary dryer chamber from 6.6 rpm to 13.2 rpm. 
The calculation results show that wet base moisture 
content was reduced by 50 % and dry base moisture 
content was reduced by 59.94 %. In addition, drying 
efficiency was also reduced by 72.9 %. Therefore, it 
is known that drying efficiency gets better when the 
rotary dryer chamber rotates more slowly.
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Abstract: This paper describes the architecture and the utilization for a facility planning optimization platform 
called GGOD, “Grid of Grids Optimal Designer” and applies it to expandable cluster-type micro-grid installations 
and operations. The expandable cluster-type micro-grid is defined as a group of micro-grids that are connected by 
bi-directional power transfer networks. Furthermore, power sources are also networked. Especially, by networking 
among power sources, powers necessary for social activities in-demand areas are secured. The proposed architecture 
is based on service-oriented architecture, meaning that optimization functions are executed as services. For flexibility, 
these services are executed by requests based on extensible mark-up language texts. The available optimizations are 
written in meta-data, which are accessible to end-users from the meta-data database system called clearinghouse. The 
meta-data are of two types, one for single optimization and the other for combined optimization. The processes in 
GGOD are conducted by the management function which interprets descriptions in meta-data. In meta-data, the names 
of optimization functions and activation orders are written. The basic executions follow sequential, branch, or loop 
flow processes, which execute combined optimizations, compare more than two kinds of optimization processes, and 
perform iterative simulations, respectively. As an application of the proposed architecture, the power generation sites 
and transmission networks are optimized in a geospatial integrated-resource planning scenario. In this application, 
a structure and a method for the combination of component functions in GGOD are exemplified. Moreover, GGOD 
suggests promotions of a lot of applications by effective combinations of basic optimization functions.

Keywords: Clearinghouse,  Grid of Grids Optimal Designer, Power Generation Sites,  Service-Oriented Architecture, 
Transmission Networks.

1.   INTRODUCTION 

A micro-grid is a feasible power supply                
system [1, 2] with sustainable power generation; 
accordingly, it has been introduced in many areas 
of the world. Moreover, new micro-grid concepts, 
the cluster-type micro-grids [3, 4], are expected to 
be introduced in non-electrified areas. Cluster-type 
micro-grids offer local power generation, resilient 

and sustainable operation using renewable powers, 
and power transfer with other micro-grids to 
balance power generations and consumptions over 
a large area.

However, reducing the installation and 
operation costs of micro-grids is imperative. This 
can be achieved by optimizing the installation and 
operation in simulations. Two well-known planning 
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dispatch functions. The meta-data provided by 
the clearinghouse function explain optimization 
and analysis components to end-users. The data 
conversion function converts a request data sent by 
end-users to a command sequence of optimization 
and analysis. The acceptance-and-dispatch function 
receives requests from end-users and returns 
optimization results to requesting client systems 
(result dispatch). The manager function activates 
optimization and/or analysis components in the 
service execution layer, and monitors and manages 
the progress of the optimization processes.

- Service execution layer(supplier). The 
service execution layer contains optimization and/
or analysis components, which are registered in a 
database called a repository. There are two types 
of components: wrapped functions for automatic 
execution, and non-wrapped functions that enable 
the use of commercial software packages by 
manual operation. Examples of optimization and 
analysis components are shown in Table 1. As 
GGOD is an evolving system, the registration of 
new components enables the execution of new 
optimizations and analyses.

2.2  Optimization Method and Process in GGOD

Optimizations and analyses in GGOD are executed 
by two processing flows, the meta-data reference, 
and the optimization. The optimization execution is 
shown in Figure 2.

optimization simulators are Hybrid Optimization 
Models for Multiple Energy Resources (HOMER) 
[5] and the Wien Automatic System Planning 
Package (WASP) [6].

HOMER, developed by National Renewable 
Energy Laboratory (NREL) in the USA, optimizes 
the installation and operation costs of various 
renewable power generators within a designated 
operation period. However, it does not optimize the 
facility specifications.

WASP considers the construction and operation 
costs in power-generation planning but ignores the 
construction costs of transmission networks that 
connect the power generating sites to the main grids 
or demand areas.

To resolve the above optimization problems, 
this study proposes a new planning optimization 
simulator called GGOD, “Grid of Grids Optimal 
Designer. GGOD is an evolving simulator, and the 
planning simulation platform and testbed have been 
developed in the current stage. This paper explains 
the GGOD architecture and presents an example of 
its application.

2.   MATERIALS AND METHODS 

2.1  Architecture of GGOD

The GGOD simulator is developed according to 
service-oriented architecture (SOA), which stores 
and executes the optimization functions as services. 
GGOD is incorporated into a total structure 
comprising three layers: the end-user layer, the 
service-manager layer, and the service execution 
layer. Figure 1 shows the architecture of GGOD. 
The functions of each layer are described below.

- End-user layer: The end-user layer represents 
the client systems, which send optimization 
requests to and receive optimization results from 
the service-manager layer.

- Service manager layer(broker): The service-
manager layer includes web-adjusted interface 
functions and management functions. The 
web-adjusted interface functions comprise the 
clearinghouse function for storing meta-data, the 
data conversion function, and the acceptance-and-
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- End-user layer: The end-user layer represents the 
client systems, which send optimization requests to and 
receive optimization results from the service-manager 
layer. 

- Service manager layer(broker): The service-
manager layer includes web-adjusted interface functions 
and management functions. The web-adjusted interface 
functions comprise the clearinghouse function for 
storing meta-data, the data conversion function, and the 
acceptance-and-dispatch functions. The meta-data 
provided by the clearinghouse function explain 
optimization and analysis components to end-users. The 
data conversion function converts a request data sent by 
end-users to a command sequence of optimization and 
analysis. The acceptance-and-dispatch function receives 
requests from end-users and returns optimization results 
to requesting client systems (result dispatch). The 
manager function activates optimization and/or analysis 
components in the service execution layer, and monitors 
and manages the progress of the optimization processes. 

Table 1. Examples of components 

Component 
Content of functions Classification Component 

name 

Optimization 

Facility 
installation and 
operation  

Introduction cost 
minimization for micro-
grid power facilities 

Renewable power 
generation site 
selection 

Clustering of renewable 
sites based on 
geographical portfolio 
theory 

Transmission 
network 
generation 

Transmission network 
generation based on cost 
minimization of facility 
construction 

Economical 
estimation 

Techno-economical 
transmission expansion 
analysis 

Analysis 

Combinatorics 
Shortest path finding, 
Minimum spanning tree 
search 

Power flow 
analysis 

Stochastic power flow 
analysis 

Impact analysis 
Impact assessment on the 
environment and social 
activities 

- Service execution layer(supplier). The service 
execution layer contains optimization and/or analysis 
components, which are registered in a database called a 
repository. There are two types of components: wrapped 
functions for automatic execution, and non-wrapped 
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2.2.1 Meta-data based method for optimizations     	
         process

The clearinghouse function in the web-adjusted 
interface provides the meta-data for optimization 
and analysis to end-users. The meta-data explain the 
optimization/analysis processing and indicate the 
input and output data specifications. Optimization 
component suppliers register the optimization/
analysis components into the repository and the 
meta-data into the meta-database. The end-users 
confirm the meta-data and decide optimization 
processes to be executed.

Meta-data are written in the extensible mark-up 
language (XML) format. XML data are expressed 
by a start-tag (<*>), the contents, and an end-tag 
(</*>), for instance, <Name> Content </Name>. 
Meta-data of single components differ from those of 

combinations of more than two single components. 
Meta-data for single components give the name 
of optimization, the explanation of optimization 
processing, and the input and output data forms 
and specifications. The meta-data of combined 
components provide the names of the single 
components and their execution order. Multiple 
optimizations can be ordered in three basic ways 
(Figure 3): sequential process type for executing 
the multiple optimizations in series, branch process 
type for performance comparisons of more than 
two types of optimization components, and loop 
process type for iterative executions.

2.2.2 Optimization process

The optimization service starts when a request 
arrives from the acceptance-and-dispatch function 
in the web-adjusted interface. The management 
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functions that enable the use of commercial software 
packages by manual operation. Examples of 
optimization and analysis components are shown in 
Table 1. As GGOD is an evolving system, the 
registration of new components enables the execution of 
new optimizations and analyses. 

 
2.2 Optimization Method and Process in GGOD 

Optimizations and analyses in GGOD are executed by 
two processing flows, the meta-data reference, and the 
optimization. The optimization execution is shown in 
Figure 2. 
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2.2.1 Meta-data based method for optimizations 
process 

The clearinghouse function in the web-adjusted interface 
provides the meta-data for optimization and analysis to 
end-users. The meta-data explain the 
optimization/analysis processing and indicate the input 
and output data specifications. Optimization component 
suppliers register the optimization/analysis components 
into the repository and the meta-data into the meta-
database. The end-users confirm the meta-data and 
decide optimization processes to be executed. 

Meta-data are written in the extensible mark-up 
language (XML) format. XML data are expressed by a 
start-tag (<*>), the contents, and an end-tag (</*>), for 
instance, <Name> Content </Name>. Meta-data of 
single components differ from those of combinations of 
more than two single components. Meta-data for single 
components give the name of optimization, the 
explanation of optimization processing, and the input 
and output data forms and specifications. The meta-data 
of combined components provide the names of the single 

components and their execution order. Multiple 
optimizations can be ordered in three basic ways  
(Figure 3): sequential process type for executing the 
multiple optimizations in series, branch process type for 
performance comparisons of more than two types of 
optimization components, and loop process type for 
iterative executions. 

2.2.1 Optimization process 

The optimization service starts when a request arrives 
from the acceptance-and-dispatch function in the web-
adjusted interface. The management function analyzes 
the request texts, converts the single optimizations into 
a group of requests, and determines the optimization 
processing order, thereby monitoring and managing the 
optimization processes. After the optimization process, 
the output of processing results is temporarily stored in 
the memory for use by the subsequent 
optimization/analysis components. 

3. RESULTS 

In this chapter, GGOD optimization is applied to 
geospatial integrated-resource planning (GIRP),                                 
a facility installation planning of renewable power 
generation clusters and power transmission networks 
that transfer renewable powers to the access points (APs) 
of main grids or demand areas. The GIRP planning 
corresponds to geospatial planning in the International 
Renewable Energy Agency report [7]. The objectives of 
GIRP are (i) optimizing the selection of renewable 
power generation sites to minimize the total variance of 
generated powers, and (ii) optimizing transmission 
routes to minimize the total construction cost. In the 
present application, the power is generated from winds. 
The optimization processing order, contents of input and 
output data are shown in Figure 4. 
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function analyzes the request texts, converts the 
single optimizations into a group of requests, and 
determines the optimization processing order, 
thereby monitoring and managing the optimization 
processes. After the optimization process, the 
output of processing results is temporarily stored in 
the memory for use by the subsequent optimization/
analysis components.

3.   RESULTS

GGOD optimization is applied to geospatial 
integrated-resource planning (GIRP),   a facility 
installation planning of renewable power generation 
clusters and power transmission networks that 
transfer renewable powers to the access points 
(APs) of main grids or demand areas. The GIRP 
planning corresponds to geospatial planning in the 
International Renewable Energy Agency report 
[7]. The objectives of GIRP are (i) optimizing 
the selection of renewable power generation 
sites to minimize the total variance of generated 
powers, and (ii) optimizing transmission routes to 
minimize the total construction cost. In the present 
application, the power is generated from winds. 
The optimization processing order, contents of 
input and output data are shown in Figure 4.

3.1  Renewable Power Selection

Wind power generation sites are obtained based on 
the modern portfolio selection theory in financial 
research [8]. First, feasible wind power generation 
areas are determined using three-dimensional 
geographic data (terrain data) and wind velocity 
data. Terrain geographic data are ground-height 
data that corresponds to a digital elevation model 
(DEM), which also provides mesh data. All meshes 
are regular squares and the height values are 
assigned at four corner points. The wind velocities 
are measured at observation stations. The velocities 
at the centers of all squares in the DEM mesh are 
calculated by interpolating at least four measured 
data.

Next, a mesh of the highest velocities is 
selected. Then, the neighboring meshes are 
gathered to minimize the fluctuation variance of 
power generations among the selected meshes. 
The selection processes are iterated [9] until the 
variances at the wind power generation areas and 

wind farm (WF) sites are minimized.

3.2  Shortest-Transmission Route-Finding

Step 1 of the proposed flow selects the wind power 
generation sites. The power transmission routes are 
then searched using the shortest-transmission route-
finding algorithm in the DEM. This scheme applies 
the Dijkstra algorithm [10] to obtain the power 
transmission routes among the WFs searched in 
the renewable power selection, and the APs (i.e., 
the connection points in the existing transmission 
network or demand areas). Thus, all routes that 
combine the WFs and AP points are calculated.

3.3  Transmission Network Selection

The final optimization process is transmission 
network selection. All WF candidates are selected 
by renewable power selection, and all candidates 
of the transmission routes are searched by shortest-
transmission route finding. The transmission 
networks without loops are then selected and 
connected to the APs or demand areas. The 
selection is constrained by insisting that the total 
power generation capacity of the WFs exceeds 
the target capacity. The objective is to select 
the transmission networks that minimize the 
total facility construction costs of both WFs and 
transmission network lines [11, 12].

The total number of selections of 100 WF sites 
is 2100. As checking all selections is impractical, the 
appropriate WFs and their transmission networks 
are found by meta-heuristics based on the genetic 
algorithm. The genetic algorithm minimizes 
objective functions (of the construction costs in 
this example) by performing crossover, mutations, 
and selections to achieve its goal [10]. The final 
optimized selections of WFs and transmission 
network networks are shown in Figure 5.

The target value of total power selection is set to  
2 GW previously.  The main results by optimization 
are as follows.

-	 Selected total power capacity: 2.02 GW.
-	 The total length of transmission networks: 

279.2 km

The target of the power selection is satisfied. 
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Fig. 4. The optimization process of GGOD. 
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measured at observation stations. The velocities at the 
centers of all squares in the DEM mesh are calculated by 
interpolating at least four measured data. 

Next, a mesh of the highest velocities is selected. 
Then, the neighboring meshes are gathered to minimize 
the fluctuation variance of power generations among the 
selected meshes. The selection processes are iterated [9] 
until the variances at the wind power generation areas 
and wind farm (WF) sites are minimized. 

3.2 Shortest-Transmission Route-Finding 

Step 1 of the proposed flow selects the wind power 
generation sites. The power transmission routes are then 
searched using the shortest-transmission route-finding 
algorithm in the DEM. This scheme applies the Dijkstra 
algorithm [10] to obtain the power transmission routes 
among the WFs searched in the renewable power 
selection, and the APs (i.e., the connection points in the 
existing transmission network or demand areas). Thus, 
all routes that combine the WFs and AP points are 
calculated. 

3.3 Transmission Network Selection 

The final optimization process is transmission network 
selection. All WF candidates are selected by renewable 
power selection, and all candidates of the transmission 
routes are searched by shortest-transmission route 
finding. The transmission networks without loops are 
then selected and connected to the APs or demand areas. 
The selection is constrained by insisting that the total 
power generation capacity of the WFs exceeds the target 
capacity. The objective is to select the transmission 
networks that minimize the total facility construction 
costs of both WFs and transmission network lines [11, 
12]. 

The total number of selections of 100 WF sites is 
2100. As checking all selections is impractical, the 
appropriate WFs and their transmission networks are 
found by meta-heuristics based on the genetic algorithm. 
The genetic algorithm minimizes objective functions (of 
the construction costs in this example) by performing 
crossover, mutations, and selections to achieve its goal 
[10]. The final optimized selections of WFs and 
transmission network networks are shown in Figure 5. 
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Fig. 5. Results of GIRP (Optimized selections of WFs and Transmission networks). 

The target value of total power selection is set to  2 GW 
previously.  The main results by optimization are as 
follows. 
- Selected total power capacity: 2.02 GW. 
- The total length of transmission networks: 279.2 km 

The target of the power selection is satisfied. The 
total length changes according to the selection of power 
sites. In other power selection cases, the total lengths of 
transmission networks are more than 298.1 km. Thus the 
optimization is accomplished. Total processing time is 
optimization processing times. The time of processing 
management by GGOD is negligible. 

4. DISCUSSION 

The GGOD executed optimization processes based on 
meta-data interpretation. The important points are 
described below. 

- Optimization processes are decomposed into basic 
functions, renewable power selection, shortest-
transmission route finding, and transmission 
network selection. These functions can be developed 
separately and each function would be utilized in 
other applications.  A combination of basic functions 
generates interesting results. By enriching basic 
functions, application fields would be expanded. 

- The management function properly analyzes meta-
data and activates optimization and analysis 
functions. 

- Optimization and analysis functions are developed 
by a lot of researchers and engineers. The 
availability of these functions depends on meta-data 

description. Especially, accuracies for descriptions 
of input/ output data specifications are important. 

- Geographical processing is an important 
characteristic of GGOD. 

5. CONCLUSION 

This paper introduced an SOA-based facility planning 
optimization platform called GGOD, a flexible 
optimization service that offers many kinds of 
optimization services. 

GGOD is composed of three layers: the end-user 
layer, the service manager layer, and the service 
execution layer. The end-user layer is composed of client 
systems, while the service manager and service 
execution layers are implemented in GGOD. The service 
manager layer is the broker function that activates and 
manages the optimization functions in the service 
execution layer. The service execution layer includes 
optimization and analysis tools. 

The important characteristics of GGOD are listed 
below. (i) By registering various optimization and 
analysis components in GGOD, GGOD will become 
more available to many applications. (ii) The stored 
geospatial data enables analyses of real-world 
conditions. (iii) GGOD is an evolving system that 
registers and applies new optimization/analysis 
components. These components are easily incorporated 
by updating the previous components and meta-data. 
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Next, a mesh of the highest velocities is selected. 
Then, the neighboring meshes are gathered to minimize 
the fluctuation variance of power generations among the 
selected meshes. The selection processes are iterated [9] 
until the variances at the wind power generation areas 
and wind farm (WF) sites are minimized. 

3.2 Shortest-Transmission Route-Finding 

Step 1 of the proposed flow selects the wind power 
generation sites. The power transmission routes are then 
searched using the shortest-transmission route-finding 
algorithm in the DEM. This scheme applies the Dijkstra 
algorithm [10] to obtain the power transmission routes 
among the WFs searched in the renewable power 
selection, and the APs (i.e., the connection points in the 
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all routes that combine the WFs and AP points are 
calculated. 
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The final optimization process is transmission network 
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routes are searched by shortest-transmission route 
finding. The transmission networks without loops are 
then selected and connected to the APs or demand areas. 
The selection is constrained by insisting that the total 
power generation capacity of the WFs exceeds the target 
capacity. The objective is to select the transmission 
networks that minimize the total facility construction 
costs of both WFs and transmission network lines [11, 
12]. 

The total number of selections of 100 WF sites is 
2100. As checking all selections is impractical, the 
appropriate WFs and their transmission networks are 
found by meta-heuristics based on the genetic algorithm. 
The genetic algorithm minimizes objective functions (of 
the construction costs in this example) by performing 
crossover, mutations, and selections to achieve its goal 
[10]. The final optimized selections of WFs and 
transmission network networks are shown in Figure 5. 

Opt-Anal 
component 1

Opt-Anal 
component 2

Opt-Anal 
component 3

Opt-Anal 
component 4

Opt-Anal 
component 5

⚫ Sequential Process Type

⚫ Branch Process Type

⚫ Loop Process Type

Opt-Anal: Optimization and /or Analysis

Input Output

Renewable 
power 

selection

Shortest 
transmission 
route Finding

Transmission 
network 
selection

• DEM (3D terrain)
• Prohibition areas
• Coordinates of AP 

locations

• Coordinates of WF 
locations

• Coordinated of 
transmission routes

• Selected WFs and 
transmission routes 

Input

Output

Input data

Commented [A1]: Please accepts my apologises. Please 
explain what do you mean by 2100?  
Is there a typo? In the revision I corrected it to 2100 (two 
thousand and one hundred) because it contained the total 
number. But here you list again 2100 

 

I checked my manuscript again and I corrected it. 2100 means 
‘2 to the power of 100’. ‘2’ means that selection/no-
selection of a WF. When 100 WFs exist, a total number of 
combinations of WF selection is 2100. 

Fig. 3. Processing orders for basic optimizations in GGOD. 

Fig. 4. The optimization process of GGOD.

Fig. 5. Results of GIRP (Optimized selections of WFs and Transmission networks).

	 Planning optimization micro-grid installations and operations	 105



The total length changes according to the selection 
of power sites. In other power selection cases, the 
total lengths of transmission networks are more than 
298.1 km. Thus the optimization is accomplished. 
Total processing time is optimization processing 
times. The time of processing management by 
GGOD is negligible.

4.   DISCUSSION

The GGOD executed optimization processes based 
on meta-data interpretation. The important points 
are described below.

-	 Optimization processes are decomposed into 
basic functions, renewable power selection, 
shortest-transmission route finding, and 
transmission network selection. These 
functions can be developed separately and each 
function would be utilized in other applications.  
A combination of basic functions generates 
interesting results. By enriching basic functions, 
application fields would be expanded.

-	 The management function properly analyzes 
meta-data and activates optimization and 
analysis functions.

-	 Optimization and analysis functions are 
developed by a lot of researchers and 
engineers. The availability of these functions 
depends on meta-data description. Especially, 
accuracies for descriptions of input/ output data 
specifications are important.

-	 Geographical processing is an important 
characteristic of GGOD.

5.   CONCLUSION

This paper introduced an SOA-based facility 
planning optimization platform called GGOD, a 
flexible optimization service that offers many kinds 
of optimization services. GGOD is composed of 
three layers: the end-user layer, the service manager 
layer, and the service execution layer. The end-
user layer is composed of client systems, while the 
service manager and service execution layers are 
implemented in GGOD. The service manager layer 
is the broker function that activates and manages 
the optimization functions in the service execution 
layer. The service execution layer includes 

optimization and analysis tools.

The important characteristics of GGOD are 
listed below. (i) By registering various optimization 
and analysis components in GGOD, GGOD will 
become more available to many applications. (ii) 
The stored geospatial data enables analyses of 
real-world conditions. (iii) GGOD is an evolving 
system that registers and applies new optimization/
analysis components. These components are easily 
incorporated by updating the previous components 
and meta-data.

The optimization processing comprises meta-
data selection and optimization steps. The meta-
data is written in the XML format, which flexibly 
states the optimization name, an explanation of the 
optimization, and the specifications of the input and 
output data.

To demonstrate the usefulness of the platform, 
GGOD was applied to GIRP. The GIRP was executed 
by sequentially executing three optimization/
analysis components: renewable power selection, 
shortest-transmission route finding, and 
transmission network selection. The result shows 
that optimization is executed successfully. The 
processing capability and processing time depend 
on the effectiveness of optimization components.

In future work, the available optimization/
analysis components will be extended to distribute 
optimal components to various power researchers 
and engineers.

6.   ACKNOWLEDGEMENTS

This research was supported by the Japan Science 
and Technology Agency, the National Science and 
Technology Development Agency of Thailand, 
the Department of Science and Technology of The 
Philippines, and RISTEK/BRIN (Ministry of Research 
and Technology/National Research and Innovation 
Agency) as part of the e-ASIA Joint Research Program 
(e-Asia) Grant Number JPMJSC17E1.

7.   CONFLICT OF INTEREST

The authors declare no conflict of interest.

106	 Iwamura et al



8.   REFERENCES

1.	 C. Schwaegerl, and L. Tao. The microgrids concept. 
In: Microgrids: Architecture and control. N. 
Hatziargyriou (Ed). Wiley, New Jersey, USA. p. 4–7 
(2014).  DOI: 10.1002/9781118720677.ch01

2.	 B. Novianto., K. Abdullah., A.S. Uyun., E. Yandri.,                           
N.S. Muhammad., H. Susanto., Z. Vincēviča-Gaile,        
R.H. Setyobudi, and Y. Nurdiansyah. Smart micro-
grid performance using renewable energy. E3S 
Web Conference 188(00005): 1–11 (2020). DOI: 
10.1051/e3sconf/202018800005

3.	 K. Iwamura., Y. Nakanishi., H. Takamori., U. 
Lewlomphaisarl., N. Estoperez, and A. Lomi. 
Optimal design suite for expandable micro-grid 
clusters. 7th International Conference on Renewable 
Energy Research and Applications, Paris, 
France, 2018, p. 354–359 (2018). DOI: 10.1109/
ICRERA.2018.8566707 

4.	 S. Ahmad., M.H. Zafar., M. Ashraf., I. Khan, 
and F.Q. Khan. Energy-Efficient TDMA based 
Clustering Scheme for WSN. Proceedings of the 
Pakistan Academy of Sciences: A. Physical and 
Computational Sciences 55 (3): 53–65 (2018)

5.	 Homer. HOMER page website. [Online] from 
https://www.homerenergy.com, (2019) [Accessed 
on July 27th, 2019].

6.	 WASP. WASP page website. [Online] from https://
www.energyplan.eu. (2019) [Accessed on July 27th, 
2019].

7.	 International Renewable Energy Agency. Planning 
for the renewable future: Long-term modelling 

and tools to expand variable renewable power in 
emerging economies. [Online] from https://www.
irena.org/publications/2017/Jan/Planning-for-
the-renewable-future-Long-term-modelling-and-
tools-to-expand-variable-renewable-power. (2017) 
[Accessed on July 27th, 2019].

8.	 S.D. Stewart., C.D. Piros, J.C. Heisler. Portfolio 
Management: Theory and Practice. John Wiley & 
Sons, US (2019).  

9.	 K. Nishiyama., K. Iwamura, and Y. Nakanishi.    
Optimized site selection for new wind farm 
installations based on portfolio theory and 
geographical information. 8th IEEE PES Innovative 
Smart Grid Technologies Conference North 
America (Washington, USA, 2019). DOI: 10.1109/
ISGT.2019.8791636 

10.	 B. Korte, and J. Vygen. Combinatorial Optimization, 
Theory and Algorithms. Springer Nature, 
Switzerland AG.  (2018).  

11.	 B.R. Phillips, and R.S. Middleton, SimWIND:                         
A geospatial infrastructure model for optimizing 
wind power generation and transmission. Energy 
Policy 43:291–302(2012). DOI: 10.1016/j.
enpol.2012.01.006 

12.	 K. Iwamura., R. Kobayashi., K. Nishiyama, and                      
Y. Nakanishi. A combined geospatial approach to 
extension planning of wind farms and transmission 
networks. 8th IEEE PES Innovative Smart Grid 
Technologies Conference Europe (Sarajevo, Bosnia-
Herzegovina, 2018). p. 1–6 (2018). DOI: 10.1109/
ISGTEurope.2018.8571437

	 Planning optimization micro-grid installations and operations	 107





Research Article

————————————————
Received: August 2021; Accepted: November 2021
*Corresponding Author: Sotyohadi Sotyohadi <sotyohadi@lecturer.itn.ac.id>

Design and Simulation “Ha”-Slot Patch Array Microstrip Antenna 
for WLAN 2.4 GHz

Sotyohadi Sotyohadi1*, I Komang Somawirata1, Kartiko Ardi Widodo1,                                                           
Son Thanh Phung2, and Ivar Zekker3

1Department of Electrical Engineering, National Institute of Technology (ITN) Malang,                                      
Jl. Raya Karanglo Km. 2, Malang 65145, East Java, Indonesia

2Faculty of Electrical and Electronics Engineering (FEEE), Ho Chi Minh City University of 
Technology and Education (HCMUTE), 01 Vo Van Ngan Street, Thu Duc District, 

Ho Chi Minh City, Vietnam 
3Institute of Chemistry, University of Tartu, Ravila 14a, 50411 Tartu, Estonia

Abstract: This paper presents a linear 1 × 2 “Ha (     )”–slot patch array microstrip antenna. The proposed design of an 
array microstrip antenna is intended for Wireless Local Area Network (WLAN) 2.4 GHz devices. From the previous 
research concerning the single patch “Ha (     )”–slot microstrip antenna, the gain that can be achieved is  5.77 dBi 
in simulation. This value is considered too small for an antenna to accommodate WLAN devices if compare to a 
Hertzian antenna. To enhance the gain of microstrip antenna, some methods can be considered using linear 1 × 2 patch 
array and T-Junction power divider circuit to have matching antenna impedance. The distances between two patches 
are one of the important steps to be considered in designing the patch array microstrip antenna. Thus, the minimum 
distance between the patch elements are calculated should be greater than λ/2 of the resonance frequency antenna. 
If the distance less than λ/2 electromagnetically coupled will occur, vice versa when it is to widen the dimension 
of the antenna will less efficient. Epoxy substrate Flame Resistant 4 (FR4) with dielectric constant 4.3 is used as 
the platform designed for the array antenna and it is analyzed using simulation software Computational Simulation 
Technology (CST) studio suite by which return loss, Voltage Standing Wave Ratio (VSWR), and gain are calculated. 
The simulation result showed that the designed antenna achieve return loss (S11) -25.363 dB with VSWR 1.1 at the 
frequency 2.4 GHz, and the gain obtained from simulation is 8.96 dBi, which is greater than 64.4 % if compared to the 
previous one. The proposed antenna design shows that increasing the number of patches in the array can technically 
improve the gain of a microstrip antenna, which can cover a wider area if applied to WLAN devices.

Keywords: CST Studio Suite, Flame Resistant 4,  Return Loss (S11), T-junction, Voltage Standing Wave Ratio.

1.   INTRODUCTION 

Antenna can be classified as the transducer, which 
is able to transfer energy from one form to another 
[1–3]. From this meaning, the antenna has a very 
important role in wireless telecommunication, 
because the antenna is a metal conductor that can 
radiate and harvest radio waves [4]. Along with 
the rapid development of wireless communication 
devices, the need for an antenna in a small size, 
compact, lightweight, and the ability to work in 
a wide band frequency is required. One type of 
antenna which suitable for this requirement is a 

microstrip antenna [5]. Besides some advantages 
possessed by microstrip antenna, there are also 
disadvantages such as poor efficiency, narrow 
bandwidth, and low gain, which becomes a major 
problem for mobile communication designers [6]. 
From previous research on the single patch “Ha 
(   )”-slot microstrip antenna, the gain obtained 
is 5.77 dBi for simulation, and the gain from the 
antenna after fabrication and measurement it 
reaches only 3.576 dBi  [7]. This value is relatively 
low if compared to other types of antenna such as 
Hertzian antenna [8]. To accommodate WLAN 
devices, the gain of the single patch microstrip 
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In order to achieve the design shown in       
Figure 2, three steps need to be carried out. Namely, 
obtaining the distance between two patches, the 
width dimensions, and the length of the microstrip 
antenna patch array two-element.

The first step is to determine the distance 
between patch array elements. The minimum 
distance between the elements for the patch array is 
λ/2 of the resonance frequency antenna in Equation 
(1) [13].

d = λ/2 = v/(2×f)	 (1)

Where d is the distance between patches, v is 
the velocity of light in free space (3 × 108 m s-1), and 
f is the resonance frequency of the antenna.

The estimation of the minimum distance       
between elements is due to the effect of 
electromagnetically coupled which occurs if the 
distance between elements is less than λ/2. However, 
the microstrip antenna substrate dimension will 
result in less efficiency if the distance is too wide.

The second step is to determine the width of the 
ground plane (Wg) microstrip patch array antenna 
of two elements. The Wg can be calculated by 
Equation (2):

Wg = (2 × c) + (2 × Wp ) + d		  (2)

Where Wp is the width of the patch, c is the 
distance between the edge of the substrate and the 
patch, and d is the distance between patches.

The third step is to determine the length of the 
ground plane (Lg). The Lg can be calculated with 
the consideration of the T-Junction dimension in 
Equation (3). To ease the calculations of dimension 
T- Junction, notation #1 to #6 is added, which is 
shown in Figure 2.

Lg = a + Lp + d ' + L#5 + ( L - 0.695 5)             (3)

Where a is the distance between the edge of the 
upper side of the microstrip antenna and the patch, 
Lp is patch length which both of them have the same 
length, d’ is the length of the microstrip feed line 
which has an impedance of 50 Ω, L#1 and L#5 are 
the T-junction lengths of the power divider and 

antenna should be improved, thus it can operate in 
the 2.4 GHz frequency and can cover a wider area 
[9]. Some considerable methods and techniques can 
be used to overcome this problem. One method that 
has been utilized to improve the gain of microstrip 
antenna is the patch arrangement in an array [10]. 
An antenna array is a combination of several 
connected antennas arranged to form a single 
antenna [11]. The main benefits of array microstrip 
antenna are the increase of overall gain, providing 
reception of diversity, and interference canceling 
from a common set of directions [9]. 

In this research a linear 1 × 2  “Ha (    )”-slot 
patch array microstrip antenna is designed and 
simulated, as the development and improvement of 
a single patch “Ha (    )”-slot microstrip antenna 
[7]. Thereafter, the design was simulated using 
CST studio suite student version software to have 
the result of return loss (S11), VSWR, and antenna 
gain.

2.   MATERIALS AND METHODS 

2.1 “Ha(     )”-slot Microstrip Antenna

The linear 1 × 2 “Ha (      )”-slot patch array microstrip 
antenna is designed to work for frequency 2.4 GHz. 
This frequency is an ISM (Industrial, Scientific, and 
Medical) which is not regulated and can be freely 
used [12]. Material parameters for the simulation 
are set for the dielectric substrate FR4, which has 
the dielectric permittivity constant (εr) = 4.3 and the 
substrate thickness (h) = 1.5 mm.

The basic design of the linear 1 × 2 “Ha (     )”-
slot patch array microstrip antenna is based on a 
single patch “Ha (  )”-slot microstrip antenna, 
which can be shown in Figure 1 [7].

The dimension and annotation of the single 
patch microstrip antenna can be explained in the 
Table 1 [7].

2.2  Patch Array Microstrip Antenna Design

Based on the single patch “Ha (     )”-slot microstrip 
antenna design, the “Ha (     )”-slot patch array was 
developed in a corporate feed network. The design 
of the two-element microstrip patch array antenna 
with the “Ha (     )”– slot can be shown in Figure 2.
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Keywords: CST Studio Suite, Flame Resistant 4,  Return Loss (S11), T-junction, Voltage Standing Wave Ratio. 

 

1. INTRODUCTION 

Antenna can be classified as the transducer, which is 
able to transfer energy from one form to another [1–3]. 
From this meaning, the antenna has a very important 
role in wireless telecommunication, because the 
antenna is a metal conductor that can radiate and 
harvest radio waves [4]. Along with the rapid 
development of wireless communication devices, the 
need for an antenna in a small size, compact, 
lightweight, and the ability to work in a wide band 
frequency is required. One type of antenna which 
suitable for this requirement is a microstrip antenna 
[5]. Besides some advantages possessed by microstrip 

antenna, there are also disadvantages such as poor 
efficiency, narrow bandwidth, and low gain, which 
becomes a major problem for mobile communication 
designers [6]. From previous research on the single 
patch “Ha ( )”-slot microstrip antenna, the gain 
obtained is 5.77 dBi for simulation, and the gain from 
the antenna after fabrication and measurement it 
reaches only 3.576 dBi  [7]. This value is relatively 
low if compared to other types of antenna such as 
Hertzian antenna [8]. To accommodate WLAN 
devices, the gain of the single patch microstrip antenna 
should be improved, thus it can operate in the 2.4 GHz 
frequency and can cover a wider area [9]. Some 
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matching impedance and 0.695 5 (mm) is the width 
difference between L#6 – L#2 or L#6 – L#3 because the 
width of L#2 and L#3 are equal.

2.3 T-Junction Power Divider

T-Junction is a method to connect the two patch 
microstrip antenna as a radiating element arranged 
in a row (corporate feed). The utilization of the 
T-Junction power divider method as a feeder and 
signal distributor to both patches is on the simplicity 
of matching by adjusting the position of the inset 
feeding and it is relatively easy to model it [14]. 
Figure 3 shows the standard form of the T-Junction 
power divider [14].

From the T-Junction design shown in            
Figure 3, the procedure to obtain the dimensions of 
the microstrip feed line for Power Divider are as 
follows:

i.  	 For designing two-element array or 1 × 2 patch 
array microstrip antenna arranged incorporate 
feed, a power divider is needed to connect the 
two elements of the microstrip antenna array 
with a transmission line, which generally has a 
50 Ω impedance. To calculate both impedance 
matching can be obtained using Equation (4) 
[15].

		  Z = Z0 × √N	 (4)
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considerable methods and techniques can be used to 
overcome this problem. One method that has been 
utilized to improve the gain of microstrip antenna is 
the patch arrangement in an array [10]. An antenna 
array is a combination of several connected antennas 
arranged to form a single antenna [11]. The main 
benefits of array microstrip antenna are the increase of 
overall gain, providing reception of diversity, and 
interference canceling from a common set of directions 
[9].  

In this research a linear 1 × 2  “Ha ( )”-slot patch 
array microstrip antenna is designed and simulated, as 
the development and improvement of a single patch 
“Ha ( )”-slot microstrip antenna [7]. Thereafter, the 
design was simulated using CST studio suite student 
version software to have the result of return loss (S11), 
VSWR, and antenna gain. 

2. MATERIALS AND METHODS 

2.1 “Ha( )”-slot Microstrip Antenna 

The linear 1 × 2 “Ha ( )”-slot patch array 
microstrip antenna is designed to work for frequency 
2.4 GHz. This frequency is an ISM (Industrial, 
Scientific, and Medical) which is not regulated and can 
be freely used [12]. Material parameters for the 
simulation are set for the dielectric substrate FR4, 
which has the dielectric permittivity constant (εr) = 4.3 
and the substrate thickness (h) = 1.5 mm. 

The basic design of the linear 1 × 2 “Ha ( )”-slot 
patch array microstrip antenna is based on a single 
patch “Ha ( )”-slot microstrip antenna, which can be 
shown in Figure 1 [7]. 

 
Fig. 1. Single patch “Ha”-slot microstrip antenna. 

The dimension and annotation of the single patch 
microstrip antenna can be explaned in the Table 1 [7]. 

Table 1. Dimension of single patch “Ha”-slot microstrip 
antenna. 

Antenna 
Dimension Annotation Value 

(mm) 
Lp Patch Length 18 
Wp Patch Width 38.393 4 
Lg Ground plane Length 48 
Wg Ground plane Width 47.393 4 
Lf Microstrip feed line Length 26 
Wf Microstrip feed line Width 3.363 9 
Gf Inset feed Gap 0.9 
yo Inset feed line Length 11.035 6 

a Distance between top edge 
with patch 15 

b Gap between slot with 
microstrip feed line 0.464 4 

c Distance between side edge 
with patch 4.5 

d Distance between bottom 
edge with patch 15 

2.2 Patch Array Microstrip Antenna Design 

Based on the single patch “Ha ( )”-slot microstrip 
antenna design, the “Ha ( )”-slot patch array was 
developed in a corporate feed network. The design of 
the two-element microstrip patch array antenna with 
the “Ha ( )”– slot can be shown in Figure 2. 

Fig. 1. Single patch “Ha”-slot microstrip antenna.Design and Simulation “Ha”-Slot Patch Array Microstrip Antenna 
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Fig. 2. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

In order to achieve the design shown in Figure 2, 
three steps need to be carried out. Namely, obtaining 
the distance between two patches, the width 
dimensions, and the length of the microstrip antenna 
patch array two-element. 

i. The first step is to determine the distance between 
patch array elements. The minimum distance 
between the elements for the patch array is /2 of 
the resonance frequency antenna in Equation (1) 
[13]. 

  
   

    (1) 

Where d is the distance between patches, v is the 
velocity of light in free space (3 × 108 m s-1), and f is 
the resonance frequency of the antenna. 

 
The estimation of the minimum distance between 

elements is due to the effect of electromagnetically 
coupled which occurs if the distance between elements 
is less than /2. However, the microstrip antenna 
substrate dimension will result in less efficiency if the 
distance is too wide. 

ii. The second step is to determine the width of the 
ground plane (Wg) microstrip patch array antenna 
of two elements. The Wg can be calculated by 
Equation (2): 

   (     )  (      )    (2) 

Where Wp is the width of the patch, c is the 
distance between the edge of the substrate and the 
patch, and d is the distance between patches. 

iii. The third step is to determine the length of the 
ground plane (Lg). The Lg can be calculated with 
the consideration of the T-Junction dimension in 
Equation (3). To ease the calculations of 
dimension T- Junction, notation #1 to #6 is added, 
which is shown in Figure 2. 

               (         ) (3) 

Where a is the distance between the edge of the 
upper side of the microstrip antenna and the patch, Lp 
is patch length which both of them have the same 
length, d’ is the length of the microstrip feed line 
which has an impedance of 50 Ω, L#1 and L#5 are the T-
junction lengths of the power divider and matching 
impedance and 0.695 5 (mm) is the width difference 
between L#6 – L#2 or L#6 – L#3 because the width of L#2 
and L#3 are equal. 

 

2.3 T-Junction Power Divider 

T-Junction is a method to connect the two patch 
microstrip antenna as a radiating element arranged in a 
row (corporate feed). The utilization of the T-Junction 
power divider method as a feeder and signal distributor 
to both patches is on the simplicity of matching by 
adjusting the position of the inset feeding and it is 
relatively easy to model it [14]. Figure 3 shows the 
standard form of the T-Junction power divider [14]. 

 
Fig. 3. T-Junction power divider. 

From the T-Junction design shown in Figure 3, the 
procedure to obtain the dimensions of the microstrip 
feed line for Power Divider are as follows: 

Fig. 2. 1 × 2 “Ha”-slot patch array microstrip antenna in a corporate feed.
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Where Z is the required impedance value 
according to the number of microstrip antenna 
element arrays, Z0 is the input impedance of the 
microstrip (Zin) antenna, and N is the number of 
elements or arrays of microstrip antennas.

ii. 	 After the value of Z is obtained, the next step 
is to calculate the dimensions of the microstrip 
line input impedance Zin. The width (W) and 
length (L) of the microstrip line 50 Ω can be 
calculated. Start calculating the susceptance 
(B) [2] of the microstrip line using Equation 
(5).

	 B=  (60 × π2) / (Z0  × √εr)	 (5)

Where B is the value of susceptance, π is a 
constant value of 3.14, Z0 is the impedance of the 
transmission line and the 50 Ω antenna channel (Zin) 
and εr is the relative permittivity of the substrate 
material of the antenna.

After calculating the value of B, the next step is 
calculating the width (W) [4] of the power divider 
by using Equation (6).

	

(6)

iii. 	Length (L) of impedance 50 Ω microstrip line 
can be obtained with Equation (10). However, 
before calculating the length of the microstrip 
line 50 Ω, the ratio of the width microstrip 
feed line to the thickness of the substrate (W/h) 
should be examined by Equation (7) [4].

W / h > 1

If the requirement of W/h > 1 is met, then the 
dielectric constant value (εeff) can be calculated 
using Equation (7) as follows [24].
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Fig. 2. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

In order to achieve the design shown in Figure 2, 
three steps need to be carried out. Namely, obtaining 
the distance between two patches, the width 
dimensions, and the length of the microstrip antenna 
patch array two-element. 

i. The first step is to determine the distance between 
patch array elements. The minimum distance 
between the elements for the patch array is /2 of 
the resonance frequency antenna in Equation (1) 
[13]. 

  
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Where d is the distance between patches, v is the 
velocity of light in free space (3 × 108 m s-1), and f is 
the resonance frequency of the antenna. 

 
The estimation of the minimum distance between 

elements is due to the effect of electromagnetically 
coupled which occurs if the distance between elements 
is less than /2. However, the microstrip antenna 
substrate dimension will result in less efficiency if the 
distance is too wide. 

ii. The second step is to determine the width of the 
ground plane (Wg) microstrip patch array antenna 
of two elements. The Wg can be calculated by 
Equation (2): 

   (     )  (      )    (2) 

Where Wp is the width of the patch, c is the 
distance between the edge of the substrate and the 
patch, and d is the distance between patches. 

iii. The third step is to determine the length of the 
ground plane (Lg). The Lg can be calculated with 
the consideration of the T-Junction dimension in 
Equation (3). To ease the calculations of 
dimension T- Junction, notation #1 to #6 is added, 
which is shown in Figure 2. 

               (         ) (3) 

Where a is the distance between the edge of the 
upper side of the microstrip antenna and the patch, Lp 
is patch length which both of them have the same 
length, d’ is the length of the microstrip feed line 
which has an impedance of 50 Ω, L#1 and L#5 are the T-
junction lengths of the power divider and matching 
impedance and 0.695 5 (mm) is the width difference 
between L#6 – L#2 or L#6 – L#3 because the width of L#2 
and L#3 are equal. 

 

2.3 T-Junction Power Divider 

T-Junction is a method to connect the two patch 
microstrip antenna as a radiating element arranged in a 
row (corporate feed). The utilization of the T-Junction 
power divider method as a feeder and signal distributor 
to both patches is on the simplicity of matching by 
adjusting the position of the inset feeding and it is 
relatively easy to model it [14]. Figure 3 shows the 
standard form of the T-Junction power divider [14]. 

 
Fig. 3. T-Junction power divider. 

From the T-Junction design shown in Figure 3, the 
procedure to obtain the dimensions of the microstrip 
feed line for Power Divider are as follows: 
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i. For designing two-element array or 1 × 2 patch 
array microstrip antenna arranged incorporate 
feed, a power divider is needed to connect the two 
elements of the microstrip antenna array with a 
transmission line, which generally has a 50 Ω 
impedance. To calculate both impedance 
matching can be obtained using Equation (4) [15]. 

       √  (4) 

Where Z is the required impedance value 
according to the number of microstrip antenna element 
arrays, Z0 is the input impedance of the microstrip (Zin) 
antenna, and N is the number of elements or arrays of 
microstrip antennas. 

ii. After the value of Z is obtained, the next step is to 
calculate the dimensions of the microstrip line 
input impedance Zin. The width (W) and length (L) 
of the microstrip line 50 Ω can be calculated. Start 
calculating the susceptance (B) [2] of the 
microstrip line using Equation (5). 

          

     √  
 (5) 

Where B is the value of susceptance, π is a 
constant value of 3.14, Z0 is the impedance of the 
transmission line and the 50 Ω antenna channel (Zin) 
and εr is the relative permittivity of the substrate 
material of the antenna. 

After calculating the value of B, the next step is 
calculating the width (W) [4] of the power divider by 
using Equation (6). 

    
 {      (    )

     
    

[  (   )      

     
  

]} 

(6) 

iii. Length (L) of impedance 50 Ω microstrip line can 
be obtained with Equation (10). However, before 
calculating the length of the microstrip line 50 Ω, 
the ratio of the width microstrip feed line to the 
thickness of the substrate (W/h) should be 
examined by Equation (7) [4]. 

 
     

If the requirement of W/h > 1 is net, then the 
dielectric constant value (εeff) can be calculated using 
Equation (7) as follows [24]. 

      (    )
   (    )
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√    [  
 ]]

 
 
 
 (7) 

 

As a result of the microstrip antenna effective area, 
the effective wavelength of the antenna is obtained 
using Equation (8): 

    
  (8) 

Where, v is the velocity or speed of light in free 
space (v0) 3 × 108 m s-1 and f is the resonance or 
operating frequency of the antenna in units (Hz) or 
cycle per second (c s-1). 

Moreover, the effective length (g) of the 
microstrip antenna can be obtained by                         
Equation (9). 

    

√    
 (9) 

Finally, the length of the length (L) of the 
microstrip feed line can be calculated in Equation (10) 
with an impedance of 50 . The effective length of the 
antenna is a quarter lambda (/4) of the effective 
wavelength, according to Equation (10). 

   
 
  (10) 

iv. The microstrip line 70.7 Ω can be obtained using 
the calculation in step 2 and step 3. 

2.3 Proposed Antenna 

 

The proposed design of the linear  1 × 2 “Ha ( )”-slot 
patch array microstrip antenna is shown in Figure 4. 

 

Table 1. Dimension of single patch “Ha”-slot microstrip antenna. 

Antenna Dimension Annotation Value 
(mm) 

Lp Patch Length 18 
Wp Patch Width 38.393 4 
Lg Ground plane Length 48 
Wg Ground plane Width 47.393 4 
Lf Microstrip feed line Length 26 
Wf Microstrip feed line Width 3.363 9 
Gf Inset feed Gap 0.9 
yo Inset feed line Length 11.035 6 

a Distance between top edge with patch 15 

b Gap between slot with microstrip feed line 0.464 4 

c Distance between side edge with patch 4.5 

d Distance between bottom edge with patch 15 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array microstrip antenna. 
Antenna Dimension Annotation Value (mm) 

Lg Ground plane Length 82.311 
Wg Ground plane Width 229.286 8 

Lf50_1, 2, 3, 4, 5 Length 50 Ω matching impedance 1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 Width 50 Ω matching impedance 1, 2, 3, 4, 5 2.92 

Lf70.7_6 Length 70.7 Ω matching impedance 6 17.715 

Wf70.7_6 Width 70.7 Ω matching impedance 6 1.529 

 

Table 3. Simulation comparison single and patch array. 
Parameter Single Patch 1 x 2 Patch Array 

Resonance Frequency (GHz) 2.408 2.4 
Return Loss / S11 (dB) -23.8 -25.363 
Gain (dBi) 5.77 8.96 
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divider is given in the following Table 2.

Besides the design of the patch array microstrip 
antenna, the antenna power divider becomes the 
essential part of the design. In order to have the 
matching impedance of both patch array microstrip 
antennas, it is necessary to calculate the value of the 
T-Junction power divider, which can be explained 
in four steps.

i. 	 Determine the impedance of power divider 
Z. From Equation (4) the value of required 
impedance for two elements can be obtained. If 
Z0 = 50 Ω, and the number of patch element N 
= 2, then the value of impedance Z is equal to:

Z = 50 × √2 = 70.71= 70.7 Ω

ii. 	 In this research, the relative permittivity εr of 
FR4 (epoxy) material generally varies from 
4.3 to 4.4 (which then the value 4.3 is used for 
designed calculations) in Equation (6).

After calculating the value of B, the next step is 
calculating the width (W) [2] of the power divider 
by using Equation (6).

The FR4 thickness h of the substrate is 1.5 mm.

iii. 	After the width (W) of the power divider is 
obtained, the next step is to examine the ratio 
between the width (W) and the height of the 
substrate using Equation (7).

Because W/h > 1, the dielectric constant value 
(εeff) uses Equation (7) as follows [2]. Thus,

	
(7)

As a result of the microstrip antenna effective 
area, the effective wavelength of the antenna is 
obtained using Equation (8):

	 	 λ0=  v / f	 (8)

Where, v is the velocity or speed of light in free 
space (v0) 3 × 108 m s-1 and f is the resonance or 
operating frequency of the antenna in units (Hz) or 
cycle per second (c s-1).

Moreover, the effective length (λg) of 
the microstrip antenna can be obtained by                         
Equation (9).

	 	 λg=  λ 0 / √ εeff 	 (9)

Finally, the length (L) of the microstrip feed 
line can be calculated in Equation (10) with an 
impedance of 50 Ω. The effective length of the 
antenna is a quarter lambda (λ/4) of the effective 
wavelength, according to Equation (10).

		  L=  λg / 4	 (10)

The microstrip line 70.7 Ω can be obtained 
using the calculation in step 2 and step 3.

2.3  Proposed Antenna

The proposed design of the linear  1 × 2 “Ha (     )”-
slot patch array microstrip antenna is shown in 
Figure 4.

 
The calculation results obtained for ground 

plane length (Lg) as follows:

Lg=15+18+15+17.291 5+(17.715-0.695 5)
Lg=82.311 mm

The width of the ground plane (Wg) is obtained 
as follows:

Wg=(2 x 45)+(2 × 38.393 4)+62.5
Wg=229.286 8 mm

The dimension of Figure 4 and the power 
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i. For designing two-element array or 1 × 2 patch 
array microstrip antenna arranged incorporate 
feed, a power divider is needed to connect the two 
elements of the microstrip antenna array with a 
transmission line, which generally has a 50 Ω 
impedance. To calculate both impedance 
matching can be obtained using Equation (4) [15]. 

       √  (4) 

Where Z is the required impedance value 
according to the number of microstrip antenna element 
arrays, Z0 is the input impedance of the microstrip (Zin) 
antenna, and N is the number of elements or arrays of 
microstrip antennas. 

ii. After the value of Z is obtained, the next step is to 
calculate the dimensions of the microstrip line 
input impedance Zin. The width (W) and length (L) 
of the microstrip line 50 Ω can be calculated. Start 
calculating the susceptance (B) [2] of the 
microstrip line using Equation (5). 

          

     √  
 (5) 

Where B is the value of susceptance, π is a 
constant value of 3.14, Z0 is the impedance of the 
transmission line and the 50 Ω antenna channel (Zin) 
and εr is the relative permittivity of the substrate 
material of the antenna. 

After calculating the value of B, the next step is 
calculating the width (W) [4] of the power divider by 
using Equation (6). 
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iii. Length (L) of impedance 50 Ω microstrip line can 
be obtained with Equation (10). However, before 
calculating the length of the microstrip line 50 Ω, 
the ratio of the width microstrip feed line to the 
thickness of the substrate (W/h) should be 
examined by Equation (7) [4]. 

 
     

If the requirement of W/h > 1 is net, then the 
dielectric constant value (εeff) can be calculated using 
Equation (7) as follows [24]. 
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As a result of the microstrip antenna effective area, 
the effective wavelength of the antenna is obtained 
using Equation (8): 

    
  (8) 

Where, v is the velocity or speed of light in free 
space (v0) 3 × 108 m s-1 and f is the resonance or 
operating frequency of the antenna in units (Hz) or 
cycle per second (c s-1). 

Moreover, the effective length (g) of the 
microstrip antenna can be obtained by                         
Equation (9). 

    

√    
 (9) 

Finally, the length of the length (L) of the 
microstrip feed line can be calculated in Equation (10) 
with an impedance of 50 . The effective length of the 
antenna is a quarter lambda (/4) of the effective 
wavelength, according to Equation (10). 

   
 
  (10) 

iv. The microstrip line 70.7 Ω can be obtained using 
the calculation in step 2 and step 3. 

2.3 Proposed Antenna 

 

The proposed design of the linear  1 × 2 “Ha ( )”-slot 
patch array microstrip antenna is shown in Figure 4. 
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Fig. 4. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

The calculation results obtained for ground plane 
length (Lg) as follows: 

                     (              ) 

             

The width of the ground plane (Wg) is obtained as 
follows: 

   (      )  (            )       

                

The dimension of Figure 4 and the power divider 
is given in the following Table 2. 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array 
microstrip antenna. 

Antenna 
Dimension Annotation Value 

(mm) 
Lg Ground plane Length 82.311 
Wg Ground plane Width 229.286 8 

Lf50_1, 2, 3, 4, 5 
Length 50 Ω matching impedance 
1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 
Width 50 Ω matching impedance 
1, 2, 3, 4, 5 2.92 

Lf70.7_6 
Length 70.7 Ω matching 
impedance 6 17.715 

Wf70.7_6 
Width 70.7 Ω matching 
impedance 6 1.529 

Besides the design of the patch array microstrip 
antenna, the antenna power divider becomes the 
essential part of the design. In order to have the 

matching impedance of both patch array microstrip 
antennas, it is necessary to calculate the value of the T-
Junction power divider, which can be explained in four 
steps. 

i. Determine the impedance of power divider Z. 
From Equation (4) the value of required 
impedance for two elements can be obtained. If Z0 
= 50 Ω, and the number of patch element N = 2, 
then the value of impedance Z is equal to: 

       √              

ii. In this research, the relative permittivity εr of FR4 
(epoxy) material generally varies from 4.3 to 4.4 
(which then the value 4.3 is used for designed 
calculations) in Equation (6). 
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After calculating the value of B, the next step is 
calculating the width (W) [2] of the power divider 
by using Equation (6). 

The FR4 thickness h of the substrate is 1.5 mm. 
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iii. After the width (W) of the power divider is 
obtained, the next step is to examine the ratio 
between the width (W) and the height of the 
substrate using Equation (7). 

 
     

    
                 

Because W/h > 1, the dielectric constant value 
(εeff) uses Equation (7) as follows [2]. 

Thus, 

      (     )
   (     )

  

[
 
 
  

√    [    
    ]]

 
 
 
 

                 [       ]          
 

Design and Simulation “Ha”-Slot Patch Array Microstrip Antenna 

 5  
 

 
Fig. 4. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

The calculation results obtained for ground plane 
length (Lg) as follows: 
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The width of the ground plane (Wg) is obtained as 
follows: 
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The dimension of Figure 4 and the power divider 
is given in the following Table 2. 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array 
microstrip antenna. 

Antenna 
Dimension Annotation Value 

(mm) 
Lg Ground plane Length 82.311 
Wg Ground plane Width 229.286 8 

Lf50_1, 2, 3, 4, 5 
Length 50 Ω matching impedance 
1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 
Width 50 Ω matching impedance 
1, 2, 3, 4, 5 2.92 

Lf70.7_6 
Length 70.7 Ω matching 
impedance 6 17.715 

Wf70.7_6 
Width 70.7 Ω matching 
impedance 6 1.529 

Besides the design of the patch array microstrip 
antenna, the antenna power divider becomes the 
essential part of the design. In order to have the 

matching impedance of both patch array microstrip 
antennas, it is necessary to calculate the value of the T-
Junction power divider, which can be explained in four 
steps. 

i. Determine the impedance of power divider Z. 
From Equation (4) the value of required 
impedance for two elements can be obtained. If Z0 
= 50 Ω, and the number of patch element N = 2, 
then the value of impedance Z is equal to: 

       √              

ii. In this research, the relative permittivity εr of FR4 
(epoxy) material generally varies from 4.3 to 4.4 
(which then the value 4.3 is used for designed 
calculations) in Equation (6). 
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After calculating the value of B, the next step is 
calculating the width (W) [2] of the power divider 
by using Equation (6). 

The FR4 thickness h of the substrate is 1.5 mm. 
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iii. After the width (W) of the power divider is 
obtained, the next step is to examine the ratio 
between the width (W) and the height of the 
substrate using Equation (7). 

 
     

    
                 

Because W/h > 1, the dielectric constant value 
(εeff) uses Equation (7) as follows [2]. 

Thus, 
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Fig. 4. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

The calculation results obtained for ground plane 
length (Lg) as follows: 
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is given in the following Table 2. 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array 
microstrip antenna. 
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Lf50_1, 2, 3, 4, 5 
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1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 
Width 50 Ω matching impedance 
1, 2, 3, 4, 5 2.92 

Lf70.7_6 
Length 70.7 Ω matching 
impedance 6 17.715 

Wf70.7_6 
Width 70.7 Ω matching 
impedance 6 1.529 

Besides the design of the patch array microstrip 
antenna, the antenna power divider becomes the 
essential part of the design. In order to have the 

matching impedance of both patch array microstrip 
antennas, it is necessary to calculate the value of the T-
Junction power divider, which can be explained in four 
steps. 

i. Determine the impedance of power divider Z. 
From Equation (4) the value of required 
impedance for two elements can be obtained. If Z0 
= 50 Ω, and the number of patch element N = 2, 
then the value of impedance Z is equal to: 
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ii. In this research, the relative permittivity εr of FR4 
(epoxy) material generally varies from 4.3 to 4.4 
(which then the value 4.3 is used for designed 
calculations) in Equation (6). 
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calculating the width (W) [2] of the power divider 
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The FR4 thickness h of the substrate is 1.5 mm. 
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Abstract: This paper presents a linear 1 × 2 “Ha ( )”–slot patch array microstrip antenna. The proposed design of an array 
microstrip antenna is intended for Wireless Local Area Network (WLAN) 2.4 GHz devices. From the previous research 
concerning the single patch “Ha ( )”–slot microstrip antenna, the gain that can be achieved is  5.77 dBi in simulation. This 
value is considered too small for an antenna to accommodate WLAN devices if compare to a Hertzian antenna. To enhance 
the gain of microstrip antenna, some methods can be considered using linear 1 × 2 patch array and T-Junction power divider 
circuit to have matching antenna impedance. The distances between two patches are one of the important steps to be 
considered in designing the patch array microstrip antenna. Thus, the minimum distance between the patch elements are 
calculated should be greater than /2 of the resonance frequency antenna. If the distance less than /2 electromagnetically 
coupled will occur, vice versa when it is to widen the dimension of the antenna will less efficient. Epoxy substrate Flame 
Resistant 4 (FR4) with dielectric constant 4.3 is used as the platform designed for the array antenna and it is analyzed using 
simulation software Computational Simulation Technology (CST) studio suite by which return loss, Voltage Standing Wave 
Ratio (VSWR), and gain are calculated. The simulation result showed that the designed antenna achieve return loss (S11) -
25.363 dB with VSWR 1.1 at the frequency 2.4 GHz, and the gain obtained from simulation is 8.96 dBi, which is greater than 
64.4 % if compared to the previous one. The proposed antenna design shows that increasing the number of patches in the 
array can technically improve the gain of a microstrip antenna, which can cover a wider area if applied to WLAN devices. 

Keywords: CST Studio Suite, Flame Resistant 4,  Return Loss (S11), T-junction, Voltage Standing Wave Ratio. 

 

1. INTRODUCTION 

Antenna can be classified as the transducer, which is 
able to transfer energy from one form to another [1–3]. 
From this meaning, the antenna has a very important 
role in wireless telecommunication, because the 
antenna is a metal conductor that can radiate and 
harvest radio waves [4]. Along with the rapid 
development of wireless communication devices, the 
need for an antenna in a small size, compact, 
lightweight, and the ability to work in a wide band 
frequency is required. One type of antenna which 
suitable for this requirement is a microstrip antenna 
[5]. Besides some advantages possessed by microstrip 

antenna, there are also disadvantages such as poor 
efficiency, narrow bandwidth, and low gain, which 
becomes a major problem for mobile communication 
designers [6]. From previous research on the single 
patch “Ha ( )”-slot microstrip antenna, the gain 
obtained is 5.77 dBi for simulation, and the gain from 
the antenna after fabrication and measurement it 
reaches only 3.576 dBi  [7]. This value is relatively 
low if compared to other types of antenna such as 
Hertzian antenna [8]. To accommodate WLAN 
devices, the gain of the single patch microstrip antenna 
should be improved, thus it can operate in the 2.4 GHz 
frequency and can cover a wider area [9]. Some 
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Soon after the value of the antenna effective area 
is obtained, then calculate the effective wavelength 
using Equation (8).

Therefore, 
 

Built upon the result of effective wavelength, 
the effective length (λg) of the microstrip antenna 
can be calculated by applying Equation (9).

λg =  125/√3.266 4   =69.166 mm

Finally, the length (L) of the microstrip feed 

line can be calculated in Equation (10).

L=  69.166 / 4 = 17.291 5 mm

Finally, as a result for the dimension of 70.7 Ω 
microstrip line is W = 1.529 mm, L = 17.715 mm.

3.   RESULTS

The design of the linear 1 × 2 “Ha (     )”-slot patch 
array microstrip antenna is simulated on the CST 
Studio software. The patch array design in the 
simulation software is shown in Figure 5.

3.1  Return Loss

For a better quality of the antenna, the return loss 
(S11) should be less than -10 dB. Figure 6 shows 
the simulation result for return loss (S11) at a 
frequency of 2.4 GHz.

Figure 6 shows that the measurement results 
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Fig. 4. 1 × 2 “Ha”-slot patch array microstrip antenna in a 
corporate feed. 

The calculation results obtained for ground plane 
length (Lg) as follows: 

                     (              ) 

             

The width of the ground plane (Wg) is obtained as 
follows: 

   (      )  (            )       

                

The dimension of Figure 4 and the power divider 
is given in the following Table 2. 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array 
microstrip antenna. 

Antenna 
Dimension Annotation Value 

(mm) 
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impedance 6 17.715 
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Width 70.7 Ω matching 
impedance 6 1.529 

Besides the design of the patch array microstrip 
antenna, the antenna power divider becomes the 
essential part of the design. In order to have the 
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antennas, it is necessary to calculate the value of the T-
Junction power divider, which can be explained in four 
steps. 

i. Determine the impedance of power divider Z. 
From Equation (4) the value of required 
impedance for two elements can be obtained. If Z0 
= 50 Ω, and the number of patch element N = 2, 
then the value of impedance Z is equal to: 
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ii. In this research, the relative permittivity εr of FR4 
(epoxy) material generally varies from 4.3 to 4.4 
(which then the value 4.3 is used for designed 
calculations) in Equation (6). 
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After calculating the value of B, the next step is 
calculating the width (W) [2] of the power divider 
by using Equation (6). 

The FR4 thickness h of the substrate is 1.5 mm. 
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iii. After the width (W) of the power divider is 
obtained, the next step is to examine the ratio 
between the width (W) and the height of the 
substrate using Equation (7). 
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(εeff) uses Equation (7) as follows [2]. 
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Fig. 4. 1 × 2 “Ha”-slot patch array microstrip antenna in a corporate feed.

 

Table 1. Dimension of single patch “Ha”-slot microstrip antenna. 

Antenna Dimension Annotation Value 
(mm) 

Lp Patch Length 18 
Wp Patch Width 38.393 4 
Lg Ground plane Length 48 
Wg Ground plane Width 47.393 4 
Lf Microstrip feed line Length 26 
Wf Microstrip feed line Width 3.363 9 
Gf Inset feed Gap 0.9 
yo Inset feed line Length 11.035 6 

a Distance between top edge with patch 15 

b Gap between slot with microstrip feed line 0.464 4 

c Distance between side edge with patch 4.5 

d Distance between bottom edge with patch 15 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array microstrip antenna. 
Antenna Dimension Annotation Value (mm) 

Lg Ground plane Length 82.311 
Wg Ground plane Width 229.286 8 

Lf50_1, 2, 3, 4, 5 Length 50 Ω matching impedance 1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 Width 50 Ω matching impedance 1, 2, 3, 4, 5 2.92 

Lf70.7_6 Length 70.7 Ω matching impedance 6 17.715 

Wf70.7_6 Width 70.7 Ω matching impedance 6 1.529 

 

Table 3. Simulation comparison single and patch array. 
Parameter Single Patch 1 x 2 Patch Array 

Resonance Frequency (GHz) 2.408 2.4 
Return Loss / S11 (dB) -23.8 -25.363 
Gain (dBi) 5.77 8.96 
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Soon after the value of the antenna effective area 
is obtained, then calculate the effective 
wavelength using Equation (8). 

Therefore,  

          

                   

                          

Built upon the result of effective wavelength, the 
effective length (g) of the microstrip antenna can 
be calculated by applying Equation (9). 

      
√       

           

Finally, the length of the length (L) of the 
microstrip feed line can be calculated in Equation 
(10). 

         
              

iv. Finally, as a result for the dimension of 70.7 Ω 
microstrip line is W = 1.529 mm, L = 17.715 mm. 

3. RESULTS 

The design of the linear 1 × 2 “Ha ( )”-slot patch 
array microstrip antenna is simulated on the CST 
Studio software. The patch array design in the 
simulation software is shown in Figure 5. 

 
Fig. 5. Design and simulation 1 × 2 “Ha”-slot patch array 
microstrip antenna. 

3.1 Return Loss 

For a better quality of the antenna, the return 
loss (S11) should be less than -10 dB. Figure 6 

shows the simulation result for return loss (S11) at 
a frequency of 2.4 GHz. 

 
Fig. 6. The result of the return loss (S11) simulation. 

Figure 6 shows that the measurement results for return 
loss (S11) patch array microstrip antenna is as low as -
25.363, which means that the design of the antenna has 
a very small reflection or VSWR ≈ 1. 

3.2 Gain Antenna 

In the following Figure 7, it shows the gain of 
the antenna. 

 

 
Fig. 7. The gain results in simulation. 

Figure 7 above, shows that the result of gain 
measurement from simulation. In which the main lobe 
direction of the antenna is 25.0 degrees, and the 
maximum gain antenna is 8.96 dBi. 

Therefore, the simulation comparison between a 
single  “Ha ( )”-slot patch and 1  ×  2  “Ha”-slot 
patch array microstrip antenna is shown in Table 3. 

Table 3. Simulation comparison single and patch array. 

Parameter Single Patch 1 x 2 Patch Array 
Resonance Frequency (GHz) 2.408 2.4 
Return Loss / S11 (dB) -23.8 -25.363 
Gain (dBi) 5.77 8.96 
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1. INTRODUCTION 

Antenna can be classified as the transducer, which is 
able to transfer energy from one form to another [1–3]. 
From this meaning, the antenna has a very important 
role in wireless telecommunication, because the 
antenna is a metal conductor that can radiate and 
harvest radio waves [4]. Along with the rapid 
development of wireless communication devices, the 
need for an antenna in a small size, compact, 
lightweight, and the ability to work in a wide band 
frequency is required. One type of antenna which 
suitable for this requirement is a microstrip antenna 
[5]. Besides some advantages possessed by microstrip 

antenna, there are also disadvantages such as poor 
efficiency, narrow bandwidth, and low gain, which 
becomes a major problem for mobile communication 
designers [6]. From previous research on the single 
patch “Ha ( )”-slot microstrip antenna, the gain 
obtained is 5.77 dBi for simulation, and the gain from 
the antenna after fabrication and measurement it 
reaches only 3.576 dBi  [7]. This value is relatively 
low if compared to other types of antenna such as 
Hertzian antenna [8]. To accommodate WLAN 
devices, the gain of the single patch microstrip antenna 
should be improved, thus it can operate in the 2.4 GHz 
frequency and can cover a wider area [9]. Some 
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for return loss (S11) patch array microstrip antenna 
is as low as -25.363, which means that the design 
of the antenna has a very small reflection or             
VSWR ≈ 1.
 
3.2  Gain Antenna

In the following Figure 7, it shows the gain of the 
antenna.

Figure 7 above, shows that the result of gain 
measurement from simulation. In which the main 
lobe direction of the antenna is 25.0 degrees, and 
the maximum gain antenna is 8.96 dBi.

Therefore, the simulation comparison between 
a single  “Ha (      )”-slot patch and 1  ×  2  “Ha”-slot 
patch array microstrip antenna is shown in Table 3.
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Soon after the value of the antenna effective area 
is obtained, then calculate the effective 
wavelength using Equation (8). 

Therefore,  
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Built upon the result of effective wavelength, the 
effective length (g) of the microstrip antenna can 
be calculated by applying Equation (9). 
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Finally, the length of the length (L) of the 
microstrip feed line can be calculated in Equation 
(10). 

         
              

iv. Finally, as a result for the dimension of 70.7 Ω 
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3. RESULTS 

The design of the linear 1 × 2 “Ha ( )”-slot patch 
array microstrip antenna is simulated on the CST 
Studio software. The patch array design in the 
simulation software is shown in Figure 5. 
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loss (S11) should be less than -10 dB. Figure 6 
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Fig. 7. The gain results in simulation. 

Figure 7 above, shows that the result of gain 
measurement from simulation. In which the main lobe 
direction of the antenna is 25.0 degrees, and the 
maximum gain antenna is 8.96 dBi. 

Therefore, the simulation comparison between a 
single  “Ha ( )”-slot patch and 1  ×  2  “Ha”-slot 
patch array microstrip antenna is shown in Table 3. 
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Parameter Single Patch 1 x 2 Patch Array 
Resonance Frequency (GHz) 2.408 2.4 
Return Loss / S11 (dB) -23.8 -25.363 
Gain (dBi) 5.77 8.96 
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Table 1. Dimension of single patch “Ha”-slot microstrip antenna. 

Antenna Dimension Annotation Value 
(mm) 

Lp Patch Length 18 
Wp Patch Width 38.393 4 
Lg Ground plane Length 48 
Wg Ground plane Width 47.393 4 
Lf Microstrip feed line Length 26 
Wf Microstrip feed line Width 3.363 9 
Gf Inset feed Gap 0.9 
yo Inset feed line Length 11.035 6 

a Distance between top edge with patch 15 

b Gap between slot with microstrip feed line 0.464 4 

c Distance between side edge with patch 4.5 

d Distance between bottom edge with patch 15 

 

Table 2. Dimension of 1 × 2 “Ha”-slot patch array microstrip antenna. 
Antenna Dimension Annotation Value (mm) 

Lg Ground plane Length 82.311 
Wg Ground plane Width 229.286 8 

Lf50_1, 2, 3, 4, 5 Length 50 Ω matching impedance 1, 2, 3, 4, 5 17.291 5 

Wf50_1, 2, 3, 4, 5 Width 50 Ω matching impedance 1, 2, 3, 4, 5 2.92 

Lf70.7_6 Length 70.7 Ω matching impedance 6 17.715 

Wf70.7_6 Width 70.7 Ω matching impedance 6 1.529 

 

Table 3. Simulation comparison single and patch array. 
Parameter Single Patch 1 x 2 Patch Array 

Resonance Frequency (GHz) 2.408 2.4 
Return Loss / S11 (dB) -23.8 -25.363 
Gain (dBi) 5.77 8.96 

 
4.   DISCUSSION

This research discusses the design and simulation 
of linear 1 × 2 “Ha (    )”-slot patch array microstrip 
antenna. The simulation result can help to take 
the next step for fabrication. To ensure that 
the fabrication can be achieved successfully, 
calculation in designing the patch array antenna 
is needed. After obtaining each value parameter 
based on calculation and achieving the antenna 
dimensions, the next step is to design the antenna 
in CST simulation. The CST studio suite is utilized 
to simulate a patch array microstrip antenna to 
measure the return loss (S11) and antenna gain.

In designing the patch array microstrip antenna, 
there are two critical part that needs to be consider 
and optimized. The first part is the distance between 
two array patches, which should be not less than 
λ/2 of the resonance frequency antenna. And then 
the next part is the T-Junction power divider, which 
will determine the impedance of both patch array.

5.   CONCLUSION

A linear 1 × 2 “Ha (     )”-slot patch array microstrip 
antenna is designed and simulated. The simulation's 
result shows that the patch array configuration can 
achieve return loss (S11) -25.363 dB with VSWR 
1.1 at the frequency 2.4 GHz and the value for gain 
can reach  8.96 dBi. Hence, the result of the gain 
in patch array increased by 64.4 % if compared to 
the gain value of the single patch“Ha (    )”-slot 
microstrip antenna.
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Abstract: Microgrids are one example of a low voltage distributed generation pattern that can cover a variety of 
energy, such as conventional generators and renewable energy. Economic dispatch (ED) is an important function and a 
key of a power system operation in microgrids. There are several procedures to find the optimum generation. The first 
step is to find every feasible state (FS) for thermal generator ED. The second step is to find optimum generation based 
on FS using incremental particle swarm optimization (IPSO), FS is assumed that all units are activated. The third step 
is to train the input and output of the IPSO into deep learning (DL). And the last step is to compare DL output with 
IPSO. The microgrids system in this paper considered 10 thermal units and a wind plant with power generation based 
on probabilistic data. IPSO shows good results by being capable to generate a total generation as the load requirement 
every hour for 24 h. However, IPSO has a weakness in execution times, from 10 experiments the average IPSO 
process takes 30 min. DL based on IPSO can make the execution time of its ED function faster with an 11 input and 
10 output architecture. From the same experiments with IPSO, DL can produce the same output as IPSO but with a 
faster execution time. From the total cost side, wind energy is affecting to reduce total cost until USD 22.86 million 
from IPSO and USD 22.89 million from DL. 

Keywords: Conventional Thermal Generator,  Economic Dispatch,  Low Voltage Distribution,  Power System 
Operation, Probabilistic, Renewable Energy.

1.   INTRODUCTION 

Microgrids are one example of low voltage 
distributed generation with a variety of energy 
sources, such as conventional thermal generators 
and renewable energy (RE) [1, 2]. RE like a wind 
turbine (WTs) [3–11] has big uncertainty and 
produces unstable generation because of nature. 
With probabilistic data, it can give important 
information about the RE plant area also information 

about the power generation produced by WTs [11]. 
A microgrid has a lower cost of energy supply with 
less carbon emission because the system can be 
operated to handle some level load or to support 
the main grid with a small source [1, 2]. One of the 
main functions of microgrid generation control is 
to decide unit commitment (UC) and the economic 
dispatch (ED) but this research will concern ED [1, 
2]. 
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A is rotor area (m2), Cp is coefficient power and V3 
is wind speed (m s-1).

In this research-based on wind plant data, 
equation [1, 2] power output of the wind generator 
can be presented as shown in Equation (2):

Pout = aV4
w+ bV3

w + cV2
w + dVw + e	 (2)

Where Pout is power generated (W) and V is 
wind speed (m s-1).

2.2  Constraint

In this research, ED is determined based on several 
constraints with the mathematical [1, 2, 6] equations 
as shown in Equation (3) to Equation (6)

2.2.1 Thermal Cost

Fi (PTi (t)) = ai + bi PTi (t) + ci PTi(t)
2        (3)

Where, ai, bi and ci are quadratic cost coefficients, 
Ti

down is minimum downtime (hr), Ti
up is minimum 

uptime (hr), Ti,cold is cold start hours (hr), and Ti,0 is 
unit first initialize (hr).

2.2.2 Generation Limit

	 Pi,min Xi,t  ≤  Ps
i,t  ≤  Pi,max Xi,t           (4)

Where, Pi,min is minimum power generation (W), Pi,t 
is the output power of unit i at time t (W), Pi,max is 
maximum power generation (W).

2.2.3 Spinning Reserve

	 (5)

2.2.4 Net Load

        Load(t) = Thermal load(t) - Wind(t)         (6)

2.3 Load

The wind speed probability data [23, 24] used is 
wind data in December 2015 as shown in Figure 1 at 
an altitude of 50 m above ground in the Sidrap wind 
plant [24] with a geographical position between 
03043′ to 04009 S 11 & 119041′ to 120010′E or 
Long: 3 980, Lat 119 710.

Economic dispatch (ED) is the key to power 
system operation to find the optimum generation 
from every feasible initial of unit combination 
[6, 9, 12–14]. To find a better feasible solution, a 
priority list (PL) is a good initializer and has shown 
promising results [6, 15–18]. Optimum generation 
from every feasible solution can be defined by 
some promising method [15–18] such as particle 
swarm optimization (PSO), genetic algorithm 
(GA), Lagrange relaxation (LR), etc. hybrid models 
which are compared one method with another may 
have a better result than individuals method. 

In this manuscript, proposed incremental 
particle swarm optimization (IPSO) to solve ED 
in a microgrid system. IPSO is a combination of 
PSO and ISL (incremental social learning) [19] to 
improve the performance of PSO and to eliminate 
local optimal [20–25]. The feasibility state is 
assumed that all units are activated both before and 
after WTs are affected. Feasibility state and output 
generation from IPSO is trained into a DL [26, 27] 
to speed up the execution time. Not only to speed up 
the execution time, but DL also to be a promising 
algorithm to make quickly and precisely decisions 
maker function with large training data [28–32].

2.   MATERIALS AND METHODS 

A microgrids system consists of a conventional 
generator or thermal plant and RE based on the 
generator [1, 2].

2.1 Generator

The thermal plant in this paper used a 10 unit 
generator with a 24 h load [1, 2] for the unit 
generates. For the wind plant, the total capacity 
installed [1, 2] of wind power is 560 kW from four 
generators and each capacity is 140 kW. In this 
manuscript, a detailed model for the simulation of 
wind power generation is often used in the field.

Wind plant converts from wind speed or kinetic 
energy to electric energy and equation [1, 2, 4, 5] 
to convert power from a wind plant is shown in                         
Equation (1).

	 P = 0.5 ρ A Cp  V 3	 (1)

Where P is power (W), ρ is air density (kg m-3),        
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Where P is power (W), ρ is air density (kg m-3), A is 
rotor area (m2), Cp is coefficient power and V3 is wind 
speed (m s-1). 

In this research-based on wind plant data, equation 
[1, 2] power output of the wind generator can be 
presented as shown in Equation (2): 

        
     

     
        (2) 

Where Pout is power generated (W) and V is wind 
speed (m s-1). 

2.2 Constraint 

In this research, ED is determined based on several 
constraints with the mathematical [1, 2, 6] equations as 
shown in Equation (3) to Equation (6) 
 

2.2.1 Thermal Cost 

  (   ( ))          ( )       ( )  (3) 

Where, ai, bi and ci are quadratic cost coefficients, 
Ti

down is minimum downtime (hr), Ti
up is minimum 

uptime (hr), Ti,cold is cold start hours (hr), and Ti,0 is 
unit first initialize (hr). 

2.2.2 Generation Limit 

                 
               (4) 

Where, Pi,min is minimum power generation (W), Pi,t is 
the output power of unit i at time t (W), Pi,max is 
maximum power generation (W). 

2.2.3 Spinning Reserve 

∑   ( )
 

   
   ( )    ( )   

    (5) 

 

2.2.4 Net Load 

    ( )              ( )      ( ) (6) 

2.3 Load 

The wind speed probability data [23, 24] used is wind 
data in December 2015 as shown in Figure 1 at an 
altitude of 50 m above ground in the Sidrap wind plant 
[24] with a geographical position between 03043′ to 
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WTs generation [(determined by Equation (2)] 
as shown in Figure 2 (blue line) is determined 
based on hourly wind speed probability data on 
25 December 2015 and thermal load [1, 2] before 
WTs is affected as shown in Figure 2 (orange line). 
Based on Equation (6), the new loads after the wind 
turbine effect are shown in Figure 2 (grey line).

2.4  Initial State

All states are based on PL defined by FLAC [6] 
to sort generators from the lowest to the highest.     
Table 1 is a table of the priority list.

The feasibility state is determined based on 
the Pmax value which must be greater than the 
load. The feasibility state in this paper takes into 
account the spinning reserve by 10 %. Pmax is the 
sum of the maximum active generator limits. In 
this section, all units are assumed to be active. If all 
units are active, the generation limit has a minimum 
value of 800 kW and a maximum of 3 200 kW as 
shown in Table 2.

2.5  IPSO based solution method for ED

IPSO used in this paper is developed by Oca  et 
al. [20]. IPSO is combined by ISL [20] to schedule 
time for adding particles [20, 21] to the population 
and PSO. For growing the new population from 
IPSO [25] can be calculated using Equation (7).

x'new,j = x'new,j + U (pmode el,j - x new,j)             (7)

Where x'new,j new,j is new particle’s update 
position, x'new,j is new particle’s original random 
position, pmode el,j is the model particle’s position and 
U is a random number (0–1).

As shown in Figure 3 of the IPSO process, it 
is the overall process. FLAC data input is used to 
determine all state PL and the result as shown in 
Table 3. Then based on the load at a certain hour 
IPSO determines the feasibility state. There are two 
cases to determine feasibility state in this paper, 
before wind turbines, and after WTs are affected. 
The feasibility state before and after the wind 
turbine effect is shown the same as Table 4, then 
the IPSO optimization process starts. The optimal 
solution to determine the generation value of an 
active unit based on state conditions that can meet 
the load supply at certain times in every iteration. 
The generation value is adjusted to the Pmin and 
Pmax limits. The objective function from each 
iteration of the new individual should be compared 
with another one in the next iteration and the lower 
cost from the objective function at all iterations 
is used as local best condition and global best 
condition after all particles were evaluated.

2.6  Deep Learning (DL) based on IPSO

DL used in this paper is constructed from 11 input 
describe load then feasibility state and 10 output 
describe power generation of active generator. DL 
construction is shown in Figure 4.
 
       DL training input is determined from the load 
and feasible combination of generators while the 
data output for DL training is taken from IPSO 
generation output based on a combination of 
generators that allow at certain hours. The DL 
training process uses MATLAB software as shown 
in Figure 4.
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Fig. 1. Wind speed during December 2015. 

WTs generation [(determined by Equation (2)] as 
shown in Figure 5 (blue line) is determined based on 
hourly wind speed probability data on 25 December 
2015 and thermal load [1, 2] before WTs is affected as 
shown in Figure 5 (orange line). Based on Equation 
(6), the new loads after the wind turbine effect are 
shown in Figure 5 (grey line). 

2.4 Initial State 

All states are based on PL defined by FLAC [6] to sort 
generators from the lowest to the highest. Table 1 is a 
table of the priority list. 

Table 1. PL generator microgrid. 
Unit 1 2 3 4 5 6 7 8 9 10 

The feasibility state is determined based on the 
Pmax value which must be greater than the load. The 
feasibility state in this paper takes into account the 
spinning reserve by 10 %. Pmax is the sum of the 
maximum active generator limits. In this section, all 
units are assumed to be active. If all units are active, 
the generation limit has a minimum value of 800 kW 
and a maximum of 3 200 kW as shown in Table 2. 

Table 2. Initial unit. 
Unit Limit (kW) 

1 2 3 4 5 6 7 8 9 10 Min max 
1 1 1 1 1 1 1 1 1 1 800 3 200 

2.5 IPSO based solution method for ED 
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[20]. IPSO is combined by ISL [20] to schedule time 
for adding particles [20, 21] to the population and 
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can be calculated using Equation (7). 
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after the wind turbine effect is shown the same as 
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an active unit based on state conditions that can meet 
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the new individual should be compared with another 
one in the next iteration and the lower cost from the 
objective function at all iterations is used as local best 
condition and global best condition after all particles 
were evaluated. 

2.6 Deep Learning (DL) based on IPSO 

DL used in this paper is constructed from 11 input 
describe load then feasibility state and 10 output 
describe power generation of active generator. DL 
construction is shown in Figure 2. 
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3.   RESULTS AND DISCUSSION

There are several experiments and simulations have 
been carried out in this study, including ED based 
on IPSO, ED DL based on IPSO, total cost results, 
comparison of ED IPSO and ED DL before and 
after being affected by WTs. For the thermal unit 
data [1, 2] as shown in Table 5 and wind generator 
data as shown in Table 6.

Where, Pr is rate power (kW), Vci is wind speed 
cut in (m s-1), Vco is wind speed cut off (m s-1) and 
Vr is rating speed (m s-1).
3.1 Output generation IPSO

IPSO in this paper construct by a total of 1 500 
particles in the last iterations, 1 000 iterations. The 
incremental function which makes a new population 
in every iteration of the IPSO process makes this 
method out from the local optimum and makes the 
output generation shows good result. Total power 
generation is equal to load at a certain hour, both 
before and after the wind turbine effect as shown in 
Figure 2. Table 4 shows all hours of loading results. 
All of them are from both cases based on feasibility 
state.

3.2 Output generation DL

DL in this paper has been trained using 2 700 
data based on the output process from IPSO. DL 
training input as shown in Table 3 and output data 
in Table 7. Sorted by the smallest to largest load 
both before and after being affected by WTs. DL 

Table 5. Thermal unit data. 

Unit Pi,max Pi,min ai bi ci 
(kW) (kW) (USD hr-1) (USD kWh-1) (USD kWh-2) 

1 600 100 5 4 10 
2 400 100 5 6 20 
3 400 100 20 8 25 
4 400 100 20 10 25 
5 300 50 30 10 20 
6 300 100 30 12 20 
7 200 100 40 14 15 
8 200 50 40 16 15 
9 100 50 55 15 12 

10 100 50 55 17 12 

 

Table 4. IPSO output both before and after WTs is affected. 

Time (hours) 
Before wind After wind 
is affected is affected 

Load (kW) IPSO Load (kW) IPSO 
1 1 100 1 100 1 097 1 097 
2 1 200 1 200 1 148 1 148 
3 1 400 1 400 1 355 1 355 
4 1 600 1 600 1 515 1 515 
5 1 700 1 700 1 604 1 604 
6 1 900 1 900 1 717 1 717 
7 2 000 2 000 1 809 1 809 
8 2 100 2 100 1 910 1 910 
9 2 300 2 300 2 086 2 086 
10 2 500 2 500 2 368 2 368 
11 2 600 2 600 2 572 2 572 
12 2 700 2 700 2 670 2 670 
13 2 650 2 650 2 637 2 637 
14 2 600 2 600 2 582 2 582 
15 2 500 2 500 2 498 2 498 
16 2 300 2 300 2 197 2 197 
17 2 000 2 000 1 852 1 852 
18 1 850 1 850 1 757 1 757 
19 1 700 1 700 1 661 1 661 
20 1 600 1 600 1 452 1 452 
21 1 500 1 500 1 491 1 491 
22 1 400 1 400 1 369 1 369 
23 1 300 1 300 1 246 1 246 
24 1 200 1 200 1 156 1 156 
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at certain hours. The DL training process uses 
MATLAB software as shown in Figure 4. 

 
Fig. 4. DL train proses. 
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Table 6. Plant data of wind generator. 
Pr Vci Vr Vco a b c d e 
140 3 15.01 17 -0.02 0.033 -0.9 -2.1 7.1 
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(m s-1), Vco is wind speed cut off (m s-1) and Vr is 
rating speed (m s-1). 
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particles in the last iterations, 1 000 iterations. The 
incremental function which makes a new population in 
every iteration of the IPSO process makes this method 
out from the local optimum and makes the output 
generation shows good result. Total power generation 
is equal to load at a certain hour, both before and after 
the wind turbine effect as shown in Figure 5. Table 5 
shows all hours of loading results. All of them are 
from both cases based on feasibility state. 

 
Fig. 5. Load pattern. 

Table 5. IPSO output both before and after WTs is affected. 

Time 
(hours) 

Before wind After wind 
is affected is affected 

Load (kW) IPSO Load (kW) IPSO 
1 1 100 1 100 1 097 1 097 
2 1 200 1 200 1 148 1 148 
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5 1 700 1 700 1 604 1 604 
6 1 900 1 900 1 717 1 717 
7 2 000 2 000 1 809 1 809 
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10 2 500 2 500 2 368 2 368 
11 2 600 2 600 2 572 2 572 
12 2 700 2 700 2 670 2 670 
13 2 650 2 650 2 637 2 637 
14 2 600 2 600 2 582 2 582 
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16 2 300 2 300 2 197 2 197 
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18 1 850 1 850 1 757 1 757 

Table 6. Plant data of wind generator.
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(m s-1), Vco is wind speed cut off (m s-1) and Vr is 
rating speed (m s-1). 

3.1 Output generation IPSO 

IPSO in this paper construct by a total of 1 500 
particles in the last iterations, 1 000 iterations. The 
incremental function which makes a new population in 
every iteration of the IPSO process makes this method 
out from the local optimum and makes the output 
generation shows good result. Total power generation 
is equal to load at a certain hour, both before and after 
the wind turbine effect as shown in Figure 5. Table 5 
shows all hours of loading results. All of them are 
from both cases based on feasibility state. 
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at certain hours. The DL training process uses 
MATLAB software as shown in Figure 4. 

 
Fig. 4. DL train proses. 

3. RESULTS AND DISCUSSION 

There are several experiments and simulations have 
been carried out in this study, including ED based on 
IPSO, ED DL based on IPSO, total cost results, 
comparison of ED IPSO and ED DL before and after 
being affected by WTs. For the thermal unit data[1, 2] 
as shown in table 3 and wind generator data as shown 
in Table 4. 

Table 3. Thermal unit data. 

Unit 
Pi,max Pi,min ai bi ci 

(kW) (kW) (USD 
hr-1) 

(USD 
kWh-1) 

(USD 
kWh-2) 

1 600 100 5 4 10 
2 400 100 5 6 20 
3 400 100 20 8 25 
4 400 100 20 10 25 
5 300 50 30 10 20 
6 300 100 30 12 20 
7 200 100 40 14 15 
8 200 50 40 16 15 
9 100 50 55 15 12 

10 100 50 55 17 12 

 

Table 6. Plant data of wind generator. 
Pr Vci Vr Vco a b c d e 
140 3 15.01 17 -0.02 0.033 -0.9 -2.1 7.1 

Where, Pr is rate power (kW), Vci is wind speed cut in 
(m s-1), Vco is wind speed cut off (m s-1) and Vr is 
rating speed (m s-1). 

3.1 Output generation IPSO 

IPSO in this paper construct by a total of 1 500 
particles in the last iterations, 1 000 iterations. The 
incremental function which makes a new population in 
every iteration of the IPSO process makes this method 
out from the local optimum and makes the output 
generation shows good result. Total power generation 
is equal to load at a certain hour, both before and after 
the wind turbine effect as shown in Figure 5. Table 5 
shows all hours of loading results. All of them are 
from both cases based on feasibility state. 

 
Fig. 5. Load pattern. 

Table 5. IPSO output both before and after WTs is affected. 

Time 
(hours) 

Before wind After wind 
is affected is affected 

Load (kW) IPSO Load (kW) IPSO 
1 1 100 1 100 1 097 1 097 
2 1 200 1 200 1 148 1 148 
3 1 400 1 400 1 355 1 355 
4 1 600 1 600 1 515 1 515 
5 1 700 1 700 1 604 1 604 
6 1 900 1 900 1 717 1 717 
7 2 000 2 000 1 809 1 809 
8 2 100 2 100 1 910 1 910 
9 2 300 2 300 2 086 2 086 

10 2 500 2 500 2 368 2 368 
11 2 600 2 600 2 572 2 572 
12 2 700 2 700 2 670 2 670 
13 2 650 2 650 2 637 2 637 
14 2 600 2 600 2 582 2 582 
15 2 500 2 500 2 498 2 498 
16 2 300 2 300 2 197 2 197 
17 2 000 2 000 1 852 1 852 
18 1 850 1 850 1 757 1 757 

Fig. 5. DL train proses.

Table 5. Thermal unit data. 

Unit Pi,max Pi,min ai bi ci 
(kW) (kW) (USD hr-1) (USD kWh-1) (USD kWh-2) 

1 600 100 5 4 10 
2 400 100 5 6 20 
3 400 100 20 8 25 
4 400 100 20 10 25 
5 300 50 30 10 20 
6 300 100 30 12 20 
7 200 100 40 14 15 
8 200 50 40 16 15 
9 100 50 55 15 12 

10 100 50 55 17 12 

 

Table 4. IPSO output both before and after WTs is affected. 

Time (hours) 
Before wind After wind 
is affected is affected 

Load (kW) IPSO Load (kW) IPSO 
1 1 100 1 100 1 097 1 097 
2 1 200 1 200 1 148 1 148 
3 1 400 1 400 1 355 1 355 
4 1 600 1 600 1 515 1 515 
5 1 700 1 700 1 604 1 604 
6 1 900 1 900 1 717 1 717 
7 2 000 2 000 1 809 1 809 
8 2 100 2 100 1 910 1 910 
9 2 300 2 300 2 086 2 086 
10 2 500 2 500 2 368 2 368 
11 2 600 2 600 2 572 2 572 
12 2 700 2 700 2 670 2 670 
13 2 650 2 650 2 637 2 637 
14 2 600 2 600 2 582 2 582 
15 2 500 2 500 2 498 2 498 
16 2 300 2 300 2 197 2 197 
17 2 000 2 000 1 852 1 852 
18 1 850 1 850 1 757 1 757 
19 1 700 1 700 1 661 1 661 
20 1 600 1 600 1 452 1 452 
21 1 500 1 500 1 491 1 491 
22 1 400 1 400 1 369 1 369 
23 1 300 1 300 1 246 1 246 
24 1 200 1 200 1 156 1 156 
     
     
     

 

 

 

 

Rohiem et al 

 

Beban

G1

G2

Gn

G1

G2

G3

Gn

Load

State

Input Hidden Layer Output

Power Generation

 

Fig. 2. DL construction. 

 

Determination of All 
State

Start

FLAC

Load 
i =1 to 24

Find Feasibility State

Iteration = 1 – 
Max Iteration

Particle = 1 – 
Max Particle

- Update Velocity
- Check Limit Generation
- Check Total Load
- Check P best

Max Particle ?

Max Iteration ?

Add particle

Global Best

End

Yes

Yes

No

No

 

         Fig. 3. IPSO flowchart. 

DL training input is determined from the load and 
feasible combination of generators while the data 
output for DL training is taken from IPSO generation 
output based on a combination of generators that allow 

Fig. 4. DL construction.

124	 Rohiem et al



Table 5. Thermal unit data. 

Unit Pi,max Pi,min ai bi ci 
(kW) (kW) (USD hr-1) (USD kWh-1) (USD kWh-2) 
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7 200 100 40 14 15 
8 200 50 40 16 15 
9 100 50 55 15 12 

10 100 50 55 17 12 
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22 1 400 1 400 1 369 1 369 
23 1 300 1 300 1 246 1 246 
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Table 3. Data of input train DL. 
Load 
(kW) 1 055 1 072 1 097 1 100 >> 2 637 2 650 2 670 2 700 

Unit 1 1 1 1 1 

>> 

1 1 1 1 
Unit 2 1 1 1 1 1 1 1 1 
Unit 3 1 1 1 1 1 1 1 1 
Unit 4 1 1 1 1 1 1 1 1 
Unit 5 1 1 1 1 1 1 1 1 
Unit 6 1 1 1 1 1 1 1 1 
Unit 7 1 1 1 1 1 1 1 1 
Unit 8 1 1 1 1 1 1 1 1 
Unit 9 1 1 1 1 1 1 1 1 

Unit 10 1 1 1 1 1 1 1 1 
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Unit 6 100 100 100 100 100 100 120 150 
Unit 7 100 100 100 100 100 100 100 100 
Unit 8 50 50 50 50 50 50 50 50 
Unit 9 50 50 50 50 50 50 50 50 

Unit 10 50 50 50 50 50 50 50 50 
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Table 8. DL output both before and after WTs is affected. 

Time (hr) 
Before wind After wind 
is affected is affected 

Load (kW) DL Load (kW) DL 
1 1 100 1 100 1 097 1 097 
2 1 200 1 201 1 148 1 148 
3 1 400 1 401 1 355 1 356 
4 1 600 1 601 1 515 1 515 
5 1 700 1 700 1 604 1 605 
6 1 900 1 901 1 717 1 717 
7 2 000 2 000 1 809 1 809 
8 2 100 2 100 1 910 1 910 
9 2 300 2 301 2 086 2 086 

10 2 500 2 500 2 368 2 368 
11 2 600 2 599 2 572 2 572 
12 2 700 2 700 2 670 2 670 
13 2 650 2 651 2 637 2 638 
14 2 600 2 600 2 582 2 582 
15 2 500 2 500 2 498 2 498 
16 2 300 2 301 2 197 2 198 
17 2 000 2 000 1 852 1 852 
18 1 850 1 850 1 757 1 758 
19 1 700 1 700 1 661 1 661 
20 1 600 1 601 1 452 1 452 
21 1 500 1 500 1 491 1 491 
22 1 400 1 401 1 369 1 369 
23 1 300 1 300 1 246 1 246 
24 1 200 1 201 1 156 1 156 
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3.2 Output generation DL 

DL in this paper has been trained using 2 700 data 
based on the output process from IPSO. DL training 
input as shown in Table 6 and output data in Table 7. 
Sorted by the smallest to largest load both before and 
after being affected by WTs. DL structure is regulated 
with 15 neurons. The training process needs almost 2 h 
to finish. After the training process is successful, DL is 
tested as an economic dispatch function that replaces 
IPSO both before and after the WTs are affected. As 
shown in Table 8, all hour load both before and after 
WTs is affected, DL can produce a total load according 
to each hour of loading. DL can produce total power 
generation equal to or slightly higher than the load 
should be. 
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Table 8. DL output both before and after WTs is affected. 
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3.3 Total Cost Results 

After checking the total generation process in this 
chapter shown the results of the total cost data as the 
objective function in this research from before wind is 
affected the system as shown in Figure 6 and after as 
shown in Figure 7. Because the total generation from 
both methods is quite the same, the total cost from 
both methods too in every each hour. The reduction of 
total cost from before wind is affected and after are 
USD 22.86 Million for IPSO and USD  22.89 Million 
for DL. 

 

Fig. 6. Total cost before the wind is affected 
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Fig. 7. Total cost after the wind is affected 

3.4 Comparison of ED IPSO and ED DL 

Based on the test results of IPSO and DL is shown a 
good result but the execution time from these two 
methods are very different. IPSO produces an average 
execution time of more than 30 min in 10 ED tests 
with 24 h of loading and DL managed to speed up ED 
IPSO execution time to 3.5 s on average in 10 tests. 
The effect of WTs has an impact on the total load that 
must be generated by the thermal generator and the 
total cost generated by the thermal generator. 

3.5 Future research 

The wind turbine (WTs) in this study is one of the RE. 
In future research, the application of a microgrid with 
several other REs will be studied, including solar 
panels, biogas, and others [33–41]. 

4. CONCLUSION 

IPSO shows good results in the ED process, being able 
to generate according to the feasibility state with total 
generation according to the total targeted load, but 
IPSO produces a long enough execution time of 30 
min on average in 10 tests. DL structure in this 
research successfully replaces the ED function in the 
IPSO method, by producing the same output with load 
or slightly higher than the load should be and being 
able to accelerate execution time to 3.5 s on average in 
10 tests. From the total cost side, wind energy is 
affecting the reduction cost for USD 22.86 Million as 
the result of IPSO and USD 22.89 Million as the result 
from DL. 

 

5. ACKNOWLEDGMENT 

Thank you for Prof. Adi Soeprijanto, Dr. Dimas Fajar,          
Dr. Mat Syai’in as supervisor. 

6. REFERENCES 
 

1. R. Effatnejad, H. Hosseini, and H. Ramezani. 
Solving unit commitment problem in microgrids 
by harmony search algorithm in comparison with 
genetic algorithm and improved genetic 
algorithm. International Journal on Technical and 
Physical Problems of Engineering, 6(4):61–65 
(2014). 
 

2. T. Logenthiran, and D. Srinivasan. Short term 
generation scheduling of a microgrid. TENCON 
2009 - 2009 IEEE Region 10 Conference (2009).  
DOI: 10.1109/TENCON.2009.5396184 
 

3. Y. Zhang, B. Chen, Y. Zhao and G. Pan. Wind 
speed prediction of IPSO-BP neural network 
based on lorenz disturbance. IEEE Access, 6: 
53168–53179 (2018).  
DOI: 10.1109/ACCESS.2018.2869981 
 

4. C.M. Baby, K. Verma, and R. Kumar. Short term 
wind speed forecasting and wind energy 
estimation: A case study of Rajasthan. 2017 
International Conference on Computer, 
Communications and Electronics (Comptelix) 
(2017).  
DOI: 10.1109/COMPTELIX.2017.8003978 
 

5. V. Reddy, S.M. Verma, K. Verma, and R. Kumar. 
Hybrid approach for short term wind power 
forecasting. 2018 9th International Conference on 
Computing, Communication and Networking 
Technologies (ICCCNT) (2018).  
DOI: 10.1109/ICCCNT.2018.8494034  
 

6. H. Quan, D. Srinivasan, and A. Khosravi. 
Incorporating wind power forecast uncertainties 
into stochastic unit commitment using neural 
network-based prediction intervals. IEEE 
Transactions on Neural Networks and Learning 
Systems, 26(9):2123–2135 (2015).  
DOI: 10.1109/TNNLS.2014.2376696  

Resolving Economic Dispatch with Uncertainty effect In Microgrids 

 7  
 

 

Fig. 7. Total cost after the wind is affected 

3.4 Comparison of ED IPSO and ED DL 

Based on the test results of IPSO and DL is shown a 
good result but the execution time from these two 
methods are very different. IPSO produces an average 
execution time of more than 30 min in 10 ED tests 
with 24 h of loading and DL managed to speed up ED 
IPSO execution time to 3.5 s on average in 10 tests. 
The effect of WTs has an impact on the total load that 
must be generated by the thermal generator and the 
total cost generated by the thermal generator. 

3.5 Future research 

The wind turbine (WTs) in this study is one of the RE. 
In future research, the application of a microgrid with 
several other REs will be studied, including solar 
panels, biogas, and others [33–41]. 

4. CONCLUSION 

IPSO shows good results in the ED process, being able 
to generate according to the feasibility state with total 
generation according to the total targeted load, but 
IPSO produces a long enough execution time of 30 
min on average in 10 tests. DL structure in this 
research successfully replaces the ED function in the 
IPSO method, by producing the same output with load 
or slightly higher than the load should be and being 
able to accelerate execution time to 3.5 s on average in 
10 tests. From the total cost side, wind energy is 
affecting the reduction cost for USD 22.86 Million as 
the result of IPSO and USD 22.89 Million as the result 
from DL. 
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structure is regulated with 15 neurons. The training 
process needs almost 2 h to finish. After the training 
process is successful, DL is tested as an economic 
dispatch function that replaces IPSO both before 
and after the WTs are affected. As shown in Table 8, 
all hour load both before and after WTs is affected, 
DL can produce a total load according to each hour 
of loading. DL can produce total power generation 
equal to or slightly higher than the load should be.

3.3  Total Cost Results

After checking the total generation process in this 
chapter shown the results of the total cost data as 
the objective function in this research from before 
wind is affected the system as shown in Figure 6 
and after as shown in Figure 7. Because the total 
generation from both methods is quite the same, the 
total cost from both methods too in every each hour. 
The reduction of total cost from before wind is 
affected and after are USD 22.86 Million for IPSO 
and USD  22.89 Million for DL.

3.4  Comparison of ED IPSO and ED DL

Based on the test results of IPSO and DL is shown 
a good result but the execution time from these 
two methods are very different. IPSO produces 
an average execution time of more than 30 min in 
10 ED tests with 24 h of loading and DL managed 
to speed up ED IPSO execution time to 3.5 s on 
average in 10 tests. The effect of WTs has an impact 
on the total load that must be generated by the 
thermal generator and the total cost generated by 
the thermal generator.

3.5  Future research

The wind turbine (WTs) in this study is one of 
the RE. In future research, the application of a 
microgrid with several other REs will be studied, 
including solar panels, biogas, and others [33–41].

5.   CONCLUSION

AIPSO shows good results in the ED process, being 
able to generate according to the feasibility state 
with total generation according to the total targeted 
load, but IPSO produces a long enough execution 
time of 30 min on average in 10 tests. DL structure in 
this research successfully replaces the ED function 

in the IPSO method, by producing the same output 
with load or slightly higher than the load should 
be and being able to accelerate execution time to        
3.5 s on average in 10 tests. From the total cost side, 
wind energy is affecting the reduction cost for USD 
22.86 Million as the result of IPSO and USD 22.89 
Million as the result from DL.
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Abstract: The availability of thin-frameless solar panels on the market today makes the installation of rooftop 
Photovoltaic (RPVS) systems more attractive. The purpose of this research is to analyze financially the use of thin-
frameless solar panels for on-grid RPVS by household electricity customers in Indonesia. The investment cost, the 
maintenance costs, and the electricity cost savings were involved for the financial analysis, such as Internal Rate 
of Return (IRR), Net Present Value (NPV), and Pay Back Period (PBP). The calculation is carried out for ideal 
conditions, the direction of a non-ideal rooftop and the yearly increase of electricity prices is 15 %. The analysis results 
show that the minimum available rooftop area is still sufficient for the rooftop area needs for solar panel placement, the 
thin solar panels are safer than standard solar panels, and savings on electricity payments for the return on investment 
of the RPVS is to be attractive with the IRR > 12 %. The average investment cost of the non-ideal condition is 8 % 
higher than the ideal condition. This study provides an overview to the policymakers and developers in exploiting the 
potential of RPVS, especially in Indonesia. For future research directions, this study needs to analyze the technical and 
economic feasibility of using hybrid smart-grid technology with batteries. 

Keywords: Clean Energy, Economic of Solar Energy, Energy Saving, Net Metering,  Renewable Energy             

1.   INTRODUCTION 

Indonesia's fossil energy reserves are dwindling 
due to increasing consumption from year to year. 
The formation of fossil energy takes millions of 
years. For this reason, fossil energy consumption 
must be reduced by utilizing alternative energy 

sources such as renewable energy. Renewable 
energy sources can be converted into ready-to-use 
energy without the greenhouse effect. Renewable 
energy sources are solar energy, wind energy, water 
energy, geothermal energy, and biomass energy. 
As a country located on the equator, Indonesia 
has abundant solar energy potential [1]. Solar 
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by the customers using the Minister of Energy and 
Mineral Resources regulations No. 49 / 2018 and 
using import-export kWh and the thick aluminum-
framed solar panels [16]. The impact of using the 
on-grid rooftop PV system in Indonesia has been 
discussed in both economic and environmental 
aspects. The environmental aspects are discussed 
by calculating the reduction of greenhouse gas 
emissions [17]. The economic aspect was carried 
out to analyze the cost of a household-scale rooftop 
PV system [18]. The economic aspect is discussed 
by calculating the IRR, BEP, Life cycle cost, 
and benefit-cost ratio [19, 20]. Furthermore, the 
innovation of solar panel products with the thin-
frameless technology. Hopefully, the installation 
of RPVS will be even more attractive. This 
innovation does not need to consider additional 
costs for strengthening the roof truss or changing 
the existing roof construction. The installation only 
uses double-adhesive without perforating the roof, 
to avoid the risk of a leaking roof.

Based on the review above, the financial 
calculation of the RPVS installation has never 
been investigated and the relationship between the 
influence of the usage of RPVS by the household 
customers with available rooftop area, as well 
as the technology used that takes into account 
the weight of solar panels so that they can be 
installed massively in Indonesia. For this reason, 
this research aims to analyze financially the usage 
of thin-frameless solar panels as a prospect for 
the usage of the rooftop PV system by household 
electricity customers in Indonesia.

2.   MATERIALS AND METHODS 

First, conducted survey for the household customers 
from 450 W to 3 500 W in Jakarta with surrounding 
cities (Jabodetabek = Jakarta, Bogor, Depok, 
Tangerang, Bekasi or JMA = Jakarta Metropolitan 
Area), Bandung, Yogyakarta, Makassar and 
Pontianak. The survey data taken included the 
installed power, monthly electricity payments, and 
the basic electricity price is the basic electricity 
price that applies from 2019 to June 2020, the 
number of family members in the house, the size 
of the house, household electrical equipment used 
during the day, household electrical equipment used 
in the afternoon and evening. The electrical power 
data for household equipment used assumptions as 

energy can be converted into electricity using solar 
photovoltaic [2] and solar thermal power [3], or 
into thermal energy with a solar thermal collector 
[4], or both electricity and thermal with a hybrid 
photovoltaic and thermal collector [5–7]. Indonesia 
is targeting renewable energy sources of 23 % by 
2025 and 31 % by 2050 in the national energy mix. 
In 2018, the renewable energy mix only reached 
15.2 % with a 3 % contribution from solar energy. 
This is due to regulatory constraints for installation 
such as panel weight, rooftop PV aesthetics, as 
well as operations related to on-grid and off-grid 
storage systems. Based on customer data from the 
State-Owned Electricity Company (PLN), the most 
electricity consumption from 2012 to 2017 was 
household customers. In this case, the role of the 
community as a customer is very important. Thus, 
the use of rooftop PV systems (RPVS) in reducing 
the electricity consumption of household customers 
is very relevant to achieving Indonesia's renewable 
energy mix target [8]. Then, the Minister of 
Energy and Mineral Resources issued regulations 
No. 49/2018 and No. 16 /2019, accompanied 
by a PLN Policy since 2019, making it easier to 
install RPVS [9]. Thus, the on-grid RPVS becomes 
more attractive. In addition, PLN also provides 
regulations and export-import measuring tools for 
grid-connected, making RPVS for household and 
commercial buildings more attractive [10]. 

To utilize the potential of solar energy into 
electrical energy, the RPVS was developed. 
This system converts solar energy into electrical 
energy [11–13]. There are several kinds of                                        
solar cell materials, including mono-crystalline              
(m-si), poly-crystalline (p-si), amorphous-
crystalline (a-si), and thin layers of CIS (Cu, Cd, 
and Zn) [14]. For protection, the surface of the solar 
panel is covered with glass or plastic. This material 
must be able to transmit irradiance close to 100 
% with low physical weight. In addition, different 
silicon materials lead to different module efficiency, 
such as; mono-crystalline 16 %, poly-crystalline                                 
13 %, amorphous-crystalline 8 %, and CIS thin film          
10 % [15].

The use of on-grid RPVS in Indonesia by the 
customers has great potential for achieving the 
national energy mix target of 23 % by 2025. The 
simulations for economic analysis were carried out 
by Subarianto for the implementation of the RPVS 
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shown in Table 1.

Another assumption was electricity costs, 
taken by the average value of payments from all 
customers per class of the PLN electricity. The 
upper limit for the RPVS power consumption was 
90 % of the installed power according to the board 
of directors’ regulations in 2018. The daily average 
electricity consumption (DAEC), Ce,day [kWh] 
can be calculated by Equation (1):

				    (1)

where Be,month is the cost of monthly electricity 
bill [IDR], and Pe [IDR/kWh] is the basic price of 
electricity.

Second, the capacity of the on-grid RPVS 
for the household customer’s consumptions was 
calculated. This was to provide an overview of 
the required rooftop area with the thin-frameless 
solar panel as shown in Figure 1. As shown in                   
Figure 1(a), the panel is protected with 2.0 mm 
thin glass without an aluminum frame. Thin glass 
produces a more perfect irradiance transmission and 
has a lighter mass [21]. The detailed specification 
of the thin-frameless solar panels is shown in                 
Table 2 [22].

Third, provided financial analysis on the 
installation of the on-grid RPVS by the household 
customers and the potential for saving electricity 
costs per month using the RPVS. Financial 

calculation scenarios were carried out using the 
Internal Rate of Return (IRR) and Pay Back Period 
(PBP). IRR and PBP from most of the power of 
the RPVS used up to a maximum of 90 % of the 
installed power. The investment cost was calculated 
using components of thin-frameless solar panels 
with some available power, quality affordable 
inverters, locally made cables, and other affordable 
accessories that are but of high quality according to 
Indonesian national standards as shown in Table 3.

The Invtot as the total investment can be 
calculated by Equation (2) and Equation (3):

	 (2)

(3)

where Mattot  [IDR] is the total material cost, 
Cn is the component item, Pn [IDR] is the price 
of n component item, and  InComtot  [IDR] is the 
installation and commissioning cost. The total 
investment costs were divided into  Equation (2), 
namely in ideal conditions and non-ideal conditions. 
Ideal conditions occur where the direction of the 
rooftop and the rooftop slope is under the ideal 
conditions of the solar-energized power plants 
installation to the angle of incidence of solar rays, 
hence no additional costs are needed to change 
and add costs to the rooftop for the installation of 
the RPVS. Meanwhile, non-ideal conditions occur 
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Table 1. The electrical power data for household equipment. 

No Load items Power (Watt) 

1 Television 100 
2 Refrigerator 100 
3 Electric stove 400 
4 Iron 300 
5 Rice cooker 300 
6 Water pump 300 
7 Fan 75 
8 Lamp 50 
9 Air conditioning (AC) 350 
 Total load (Watt) 1 975 

Another assumption was electricity costs, taken by the 
average value of payments from all customers per class 
of the PLN electricity. The upper limit for the RPVS 
power consumption was 90 % of the installed power 
according to the board of directors’ regulations in 
2018. The daily average electricity consumption 
(DAEC), Ce,day [kWh] can be calculated by                              
Equation (1): 
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where Be,month is the cost of monthly electricity bill 
[IDR], and Pe [IDR/kWh] is the basic price of 
electricity. 

Second, the capacity of the on-grid RPVS for the 
household customer’s consumptions was calculated. 
This was to provide an overview of the required 
rooftop area with the thin-frameless solar panel as 
shown in Figure 1. As shown in Figure 1(a), the panel 
is protected with 2.0 mm thin glass without an 
aluminum frame. Thin glass produces a more perfect 
irradiance transmission and has a lighter mass [21]. 
The detailed specification of the thin-frameless solar 
panels is shown in Table 1 [22]. 

 
Fig. 1. Thin-frameless solar panel of JLeaf m-si 255 Wp 
[21]. 

Table 1. Technical specification of JLeaf m-si 255 Wp [22]. 
Technical specification 

1 Modul type ST48M255TGP 
2 Pmax (Wp) 255 
3 Power tolerance (%) ± 3 
4 Vmp (V) 27.22 
5 Imp (A) 9.39 
6 Voc (V) 31.68 
7 Isc (A) 10.26 
8 Efficiency (%) 19.2 
9 Dimension L x W x H (mm) 1 334 x 997 x 3 

10 Weight (kg) 7.3 
11 Frameless  
12 Screw-free installation  
13 Product warranty 10 yr 
14 Power warranty 10 yr ≥ 90 % 

  25 yr ≥ 80 % 

Third, provided financial analysis on the installation of 
the on-grid RPVS by the household customers and the 
potential for saving electricity costs per month using 
the RPVS. Financial calculation scenarios were carried 
out using the Internal Rate of Return (IRR) and Pay 
Back Period (PBP). IRR and PBP from most of the 
power of the RPVS used up to a maximum of 90 % of 
the installed power. The investment cost was 
calculated using components of thin-frameless solar 
panels with some available power, quality affordable 
inverters, locally made cables, and other affordable 
accessories that are but of high quality according to 
Indonesian national standards as shown in Table 2. 
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Table 2. Components - Specifications - Cost of the on-grid 
RPVS of 500 Wp. 

No Description Cost (IDR) Unit 
(pcs) 

Total Cost 
(IDR) 

1 Solar panels of 255 Wp 1 750 000.00  2 3 500 000.00  
2 Jtape adhesive of PV 50 000.00  1 50 000.00  
3 Solar Charge Controller 1 300 000.00  1 1 300 000.00  
4 Inverter 2 000 000.00  1 2 000 000.00  
5 ATS 150 000.00  1 150 000.00  
6 MCB AC & DC 100 000.00  2 200 000.00  
7 Contactor 200 000.00  2 400 000.00  
8 Relay 75 000.00  2 150 000.00  
9 Cable protection 100 000.00  1 100 000.00  

10 Timer 200 000.00  1 200 000.00  
11 Panel box 300 000.00  1 300 000.00  
12 Cable and schoen 1 400 000.00  1 1 400 000.00  
13 Change exim meter 800 000.00  1 800 000.00  
14 Installation cost 500 000.00  1 500 000.00  

 
Total installation cost 11 050 000.00  

The Invtot as the total investment can be calculated by 
Equation (2) and Equation (3): 
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the direction of the rooftop and the rooftop slope is 
under the ideal conditions of the solar-energized power 
plants installation to the angle of incidence of solar 
rays, hence no additional costs are needed to change 
and add costs to the rooftop for the installation of the 
RPVS. Meanwhile, non-ideal conditions occur where 
the direction of the rooftop and the rooftop slope do 
not match and cannot generate electricity from solar 
energy. IRR [%] and PBP [yr] are calculated with 
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where Il  [%] is the lowest rate, Ih  [%] is the highest 
rate, NPV [IDR] is the Net Present Value, NCF [IDR] 
is the net cash flow, and P [years] is the period. If the 
net positive cash flow is uneven, the following       
Equation (6) can be used: 
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where A [years] is the last period number with 
negative cumulative cash flow, B [IDR] is the absolute 
value (that is, the value without a negative sign) of the 
cumulative net cash flows at the end of period A, and 
C [IDR] is the total cash inflows during the period 
after period A. The customer monthly electricity costs 
for households, customer electricity consumption used 
during the day. 

3. RESULTS 

The potential for electrical power that may be 
generated by the RPVS was calculated based on survey 
results from customers spread over five cities, namely 
Jabodetabek, Bandung, Yogyakarta, Makassar, and 
Pontianak as shown in Table 3. 

Table 3. The PLN household customer survey results data. 

Region 
Installed 
Power 
(VA) 

Electricity 
Price 
(IDR KWh–1) 

Electricity 
Cost 
(IDR mo–1) 

kWh/ 
Daytime 
(Hour 8-
16) 

Afternoon 
Electric 
Power (W) 

Jabodetabek 

900 1 352 283 333 2.10 800 
1 300 1 467 519 565 3.54 1 000 
2 200 1 467 811 628 5.53 1 500 
3 500 1 467 1 807 292 12.32 2 500 

Yogyakarta 

900 1 352 210 417 1.56 800 
1 300 1 467 310 000 2.11 1 000 
2 200 1 467 650 000 4.43 1 500 
3 500 1 467 1 500 000 10.22 2 500 

Bandung 

450 1 174 75 000 0.64 350 
900 1 467 181 250 1.24 800 

1 300 1 467 313 889 2.14 1 000 
2 200 1 467 408 333 2.78 1 500 
3 500 1 467 875 000 5.96 2 500 

Makassar  

450 1 174 150 000 1.28 350 
900 1 467 263 636 1.80 800 

1 300 1 467 228 125 1.56 1 000 
2 200 1 467 681 250 4.64 1 500 

Pontianak 

900 1 467 285 000 1.94 800 
1 300 1 467 495 000 3.37 1 000 
2 200 1 467 777 778 5.30 1 500 
3 500 1 467 625 000 4.26 2 500 

Figure 2 explains the investment value of the 
RPVS installation for household customers. Figure 
2(a) shows the relationship of installation costs with 
the RPVS installation capacity. The RPVS installation 
costs follow the equation y = 0.0098x + 6.5869 for 
ideal rooftop conditions, and y = 0.0086x + 6.5869 for 
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potential for saving electricity costs per month using 
the RPVS. Financial calculation scenarios were carried 
out using the Internal Rate of Return (IRR) and Pay 
Back Period (PBP). IRR and PBP from most of the 
power of the RPVS used up to a maximum of 90 % of 
the installed power. The investment cost was 
calculated using components of thin-frameless solar 
panels with some available power, quality affordable 
inverters, locally made cables, and other affordable 
accessories that are but of high quality according to 
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Table 1. The electrical power data for household equipment

Technical specification 

1 Modul type ST48M255TGP 
2 Pmax (Wp) 255 
3 Power tolerance (%) ± 3 
4 Vmp (V) 27.22 
5 Imp (A) 9.39 
6 Voc (V) 31.68 
7 Isc (A) 10.26 
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PLN power(VA) RPVS Capacity (Wp) Ideal PBP (Year) Non-ideal PBP 
(Year) 

900 810 11.36 25.64 
1 300 1 170 8.93 10.42 
2 200 1 980 6.49 7.52 
3 500 3 150 5.49 6.33 
5 500 4 950 4.95 5.75 
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900 1 467 181 250 1.24 800 
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900 1 467 285 000 1.94 800 
1 300 1 467 495 000 3.37 1 000 
2 200 1 467 777 778 5.30 1 500 
3 500 1 467 625 000 4.26 2 500 

 

No Load items Power (Watt) 

1 Television 100 
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3 Electric stove 400 
4 Iron 300 
5 Rice cooker 300 
6 Water pump 300 
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9 Air conditioning (AC) 350 
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Table 2. Technical specification of JLeaf m-si 255 Wp [22]

No Description Cost (IDR) Unit (pcs) Total Cost (IDR) 

1 Solar panels of 255 Wp 1 750 
000.00 2 3 500 000.00 

2 Jtape adhesive of PV 50 000.00 1 50 000.00 

3 Solar Charge Controller 1 300 
000.00 1 1 300 000.00 

4 Inverter 2 000 
000.00 1 2 000 000.00 

5 ATS 150 000.00 1 150 000.00 
6 MCB AC & DC 100 000.00 2 200 000.00 
7 Contactor 200 000.00 2 400 000.00 
8 Relay 75 000.00 2 150 000.00 
9 Cable protection 100 000.00 1 100 000.00 

10 Timer 200 000.00 1 200 000.00 
11 Panel box 300 000.00 1 300 000.00 

12 Cable and schoen 1 400 
000.00 1 1 400 000.00 

13 Change exim meter 800 000.00 1 800 000.00 
14 Installation cost 500 000.00 1 500 000.00 

 
Total installation cost 11 050 000.00 
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where the direction of the rooftop and the rooftop 
slope do not match and cannot generate electricity 
from solar energy. IRR [%] and PBP [yr] are 
calculated with Equation (4) and Equation (5) [23]:

(4)

(5)

where Il [%] is the lowest rate, Ih [%] is the 
highest rate, NPV [IDR] is the Net Present Value, 
NCF [IDR] is the net cash flow, and P [yr] is the 
period. If the net positive cash flow is uneven, the 
following Equation (6) can be used:

(6)

where A [years] is the last period number with 

negative cumulative cash flow, B [IDR] is the 
absolute value (that is, the value without a negative 
sign) of the cumulative net cash flows at the end 
of period A, and C [IDR] is the total cash inflows 
during the period after period A. The customer 
monthly electricity costs for households, customer 
electricity consumption used during the day.

3.   RESULTS

The potential for electrical power that may be 
generated by the RPVS was calculated based on 
survey results from customers spread over five 
cities, namely Jabodetabek, Bandung, Yogyakarta, 
Makassar, and Pontianak as shown in Table 4.

Figure 2 explains the investment value of 
the RPVS installation for household customers. 
Figure 2(a) shows the relationship of installation 
costs with the RPVS installation capacity. The 
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where Mattot  [IDR] is the total material cost, Cn is the 
component item, Pn [IDR] is the price of n component 
item, and  InComtot  [IDR] is the installation and 
commissioning cost. The total investment costs were 
divided into  Equation (2), namely in ideal conditions 
and non-ideal conditions. Ideal conditions occur where 
the direction of the rooftop and the rooftop slope is 
under the ideal conditions of the solar-energized power 
plants installation to the angle of incidence of solar 
rays, hence no additional costs are needed to change 
and add costs to the rooftop for the installation of the 
RPVS. Meanwhile, non-ideal conditions occur where 
the direction of the rooftop and the rooftop slope do 
not match and cannot generate electricity from solar 
energy. IRR [%] and PBP [yr] are calculated with 
Equation (4) and Equation (5) [23]: 
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is the net cash flow, and P [years] is the period. If the 
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where A [years] is the last period number with 
negative cumulative cash flow, B [IDR] is the absolute 
value (that is, the value without a negative sign) of the 
cumulative net cash flows at the end of period A, and 
C [IDR] is the total cash inflows during the period 
after period A. The customer monthly electricity costs 
for households, customer electricity consumption used 
during the day. 

3. RESULTS 

The potential for electrical power that may be 
generated by the RPVS was calculated based on survey 
results from customers spread over five cities, namely 
Jabodetabek, Bandung, Yogyakarta, Makassar, and 
Pontianak as shown in Table 3. 

Table 3. The PLN household customer survey results data. 
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(IDR KWh–1) 

Electricity 
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Electric 
Power (W) 
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900 1 352 283 333 2.10 800 
1 300 1 467 519 565 3.54 1 000 
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3 500 1 467 1 807 292 12.32 2 500 
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900 1 352 210 417 1.56 800 
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450 1 174 75 000 0.64 350 
900 1 467 181 250 1.24 800 
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Pontianak 

900 1 467 285 000 1.94 800 
1 300 1 467 495 000 3.37 1 000 
2 200 1 467 777 778 5.30 1 500 
3 500 1 467 625 000 4.26 2 500 

Figure 2 explains the investment value of the 
RPVS installation for household customers. Figure 
2(a) shows the relationship of installation costs with 
the RPVS installation capacity. The RPVS installation 
costs follow the equation y = 0.0098x + 6.5869 for 
ideal rooftop conditions, and y = 0.0086x + 6.5869 for 
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Figure 2 explains the investment value of the 
RPVS installation for household customers. Figure 
2(a) shows the relationship of installation costs with 
the RPVS installation capacity. The RPVS installation 
costs follow the equation y = 0.0098x + 6.5869 for 
ideal rooftop conditions, and y = 0.0086x + 6.5869 for 

Techno-economic Analysis of Rooftop Photovoltaic System in Indonesia 

 5  
 

non-ideal rooftop conditions. Attractive investment 
conditions show that the IRR of ideal conditions was 
greater than the IRR of non-ideal conditions. 

 
(a) 

 
(b) 

Fig. 2. Economic analysis, a). Installation cost (IDR) vs 
installed capacity (Wp), b). IRR (%) vs installed RPVS 
capacity (Wp). 

The ideal IRR following the equation,                                         
y = 7.2502ln(x) – 40.284. The IRR non-Ideal 
following the equation y = 7.7358ln(x) – 46.438, 
where x is the installed RPVS capacity (Wp). Figure 
2(b) explains the relationship IRR (%) versus the 
rooftop solar-energized power plants installation 
capacity. If an attractive IRR standard was used, the 
IRR is > 12 %, From the graph, it can be concluded at 
the point of the rooftop RPVS capacity that attracts the 
household customers to install it. 

Figure 3 shows the PBP versus installed capacity 
of RPVS. PBP shows the time at which the total value 
of NPV = 0 (Zero). This means that the NPV of 
expenditures (investment plus periodic maintenance 
expenses) was the same as the NPV of income 
(savings on the electricity payments). The calculation 
of PBP was used as a benchmark for how long the 
investment spent will return from the income that 
comes from saving on electricity payments. The 
calculation of the PBP was done by calculating the 
NPV of both investment and savings income. PBP was 
summed up in the equation, y =  806.01x-0.621 for the 
ideal condition of the house rooftop. While y = -
10.65ln(x) + 91.511 is for the non-ideal conditions. 

 
Fig. 3. Relationship between PBP and installation capacity 
(Wp). 

The average PBP for the installed RPVS capacity 
was 90 % of the purchasing power. That is for 7.5 yr 
for ideal rooftop conditions and 11 yr for non-ideal 
rooftop conditions. The larger the installed RPVS 
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RPVS installation costs follow the equation y = 
0.0098x + 6.5869 for ideal rooftop conditions, and                                                                                                         
y = 0.0086x + 6.5869 for non-ideal rooftop 
conditions. Attractive investment conditions show 
that the IRR of ideal conditions was greater than the 
IRR of non-ideal conditions.

 
The ideal IRR following the equation,                                  

y = 7.2502ln(x) – 40.284. The IRR non-Ideal 
following the equation y = 7.7358ln(x) – 46.438, 
where x is the installed RPVS capacity (Wp). Figure 
2(b) explains the relationship IRR (%) versus the 
rooftop solar-energized power plants installation 
capacity. If an attractive IRR standard was used, the 
IRR is > 12 %, From the graph, it can be concluded 
at the point of the rooftop RPVS capacity that 
attracts the household customers to install it.

Figure 3 shows the PBP versus installed 
capacity of RPVS. PBP shows the time at which 
the total value of NPV = 0 (Zero). This means that 
the NPV of expenditures (investment plus periodic 
maintenance expenses) was the same as the NPV 
of income (savings on the electricity payments). 
The calculation of PBP was used as a benchmark 
for how long the investment spent will return from 
the income that comes from saving on electricity 
payments. The calculation of the PBP was done by 
calculating the NPV of both investment and savings 
income. PBP was summed up in the equation,             
y =  806.01x-0.621 for the ideal condition of the 
house rooftop. While y = -10.65ln(x) + 91.511 is 
for the non-ideal conditions.

 
The average PBP for the installed RPVS 

capacity was 90 % of the purchasing power. 
That is for 7.5 yr for ideal rooftop conditions and                  
11 yr for non-ideal rooftop conditions. The larger 
the installed RPVS capacity, the smaller the PBP 
value will be. This means that the investment costs 
incurred will return in a shorter time as shown in 
Table 5.

Savings occurred during the day when solar 
radiation becomes a source of electricity generation 
from the RPVS. Then, the electrical energy was used 
for the electrical load of all electrical equipment 
used during the day. By using a power source from 
the RPVS, the electricity payment was only to meet 
the electricity used from the electricity source when 
the RPVS did not produce electricity (occurs at 

night if it did not use batteries or when the weather 
did not allow the RPVS to produce electricity). If 
viewed from five cities the percentage of electricity 
cost savings based on installed capacity, all of these 
cities had considerable savings potential as shown 
in Figure 4.

The use of the RPVS for household customers 
caused potential savings in electricity costs. Get 
the optimum value of savings from the power 
consumption of the installed RPVS will be 
determined by regulations and then tested by the 
financial aspect. The calculation of the savings 
obtained by assuming the usage of electricity during 
the day was 30 % of the electricity cost and 90 % of 
the maximum power.

4.   DISCUSSION

Based on the results described above, there are at 
least three important things that need to be discussed 
further here. First, related to the installation costs of 
the RPVS. Under ideal conditions, RPVS has the 
advantage of not requiring additional costs. This 
allows RPVS investments to be more attractive to 
electricity consumers [20]. As shown in Figure 2(a), 
the investment cost for RPVS installation between 
ideal and non-ideal conditions had a significant 
difference to the increase in installation capacity. 
Therefore, the ideal roof condition can be used as 
an initial benchmark. This needs to be considered in 
building a house.

Second, related to PBP as an important indicator 
in investment. PBP becomes more attractive if its 
value is less than equal to 10 yr [16]. For non-ideal 
roof conditions, the minimum installation limit 
occurred at  1 170 Wp for 1 300 VA customers, as 
shown in  Figure 3 and Table 5.

Third, related to the cost savings of electricity 
consumption. The most important goal of RPVS 
installation is to save electricity costs per month 
[18]. As shown in Figure 4, Jabodetabek had the 
lowest average savings compared to other cities. 
This is because the monthly cost of electricity 
consumption in Jabodetabek was higher than in 
other cities, which is influenced by the number of 
household electrical appliances.

The practical application of this study is 
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Region Installed 
Power (VA) 

Electricity Price 
(IDR kWh–1) 

Electricity 
Cost 

(IDR mo–1) 

kWh/ Daytime 
(Hour 8 to 16) 

Afternoon 
Electric Power 

(W) 

Jabodetabek 

900 1 352 283 333 2.10 800 
1 300 1 467 519 565 3.54 1 000 
2 200 1 467 811 628 5.53 1 500 
3 500 1 467 1 807 292 12.32 2 500 

Yogyakarta 

900 1 352 210 417 1.56 800 
1 300 1 467 310 000 2.11 1 000 
2 200 1 467 650 000 4.43 1 500 
3 500 1 467 1 500 000 10.22 2 500 

Bandung 

450 1 174 75 000 0.64 350 
900 1 467 181 250 1.24 800 

1 300 1 467 313 889 2.14 1 000 
2 200 1 467 408 333 2.78 1 500 
3 500 1 467 875 000 5.96 2 500 

Makassar 

450 1 174 150 000 1.28 350 
900 1 467 263 636 1.80 800 

1 300 1 467 228 125 1.56 1 000 
2 200 1 467 681 250 4.64 1 500 

Pontianak 

900 1 467 285 000 1.94 800 
1 300 1 467 495 000 3.37 1 000 
2 200 1 467 777 778 5.30 1 500 
3 500 1 467 625 000 4.26 2 500 

 

No Load items Power (Watt) 

1 Television 100 
2 Refrigerator 100 
3 Electric stove 400 
4 Iron 300 
5 Rice cooker 300 
6 Water pump 300 
7 Fan 75 
8 Lamp 50 
9 Air conditioning (AC) 350 
 Total load (Watt) 1 975 

 

 

 

 

 

 

 

Table 4. The PLN household customer survey results data

Technical specification 

1 Modul type ST48M255TGP 
2 Pmax (Wp) 255 
3 Power tolerance (%) ± 3 
4 Vmp (V) 27.22 
5 Imp (A) 9.39 
6 Voc (V) 31.68 
7 Isc (A) 10.26 
8 Efficiency (%) 19.2 
9 Dimension L x W x H (mm) 1 334 x 997 x 3 

10 Weight (kg) 7.3 
11 Frameless  
12 Screw-free installation  
13 Product warranty 10 yr 
14 Power warranty 10 yr ≥ 90 % 

  25 yr ≥ 80 % 
 

PLN power(VA) RPVS Capacity (Wp) Ideal PBP (Year) Non-ideal PBP 
(Year) 

900 810 11.36 25.64 
1 300 1 170 8.93 10.42 
2 200 1 980 6.49 7.52 
3 500 3 150 5.49 6.33 
5 500 4 950 4.95 5.75 

 

Table 5. The PBP ideal and non-ideal of RPVS capacity is 90 % of the purchasing power

Carolus Boromeus Rudationo et al. 

Savings occurred during the day when solar 
radiation becomes a source of electricity generation 
from the RPVS. Then, the electrical energy was used 
for the electrical load of all electrical equipment used 
during the day. By using a power source from the 
RPVS, the electricity payment was only to meet the 
electricity used from the electricity source when the 
RPVS did not produce electricity (occurs at night if it 
did not use batteries or when the weather did not allow 
the RPVS to produce electricity). If viewed from five 
cities the percentage of electricity cost savings based 
on installed capacity, all of these cities had 
considerable savings potential as shown in Figure 4. 

The use of the RPVS for household customers 
caused potential savings in electricity costs. Get the 
optimum value of savings from the power 
consumption of the installed RPVS will be determined 
by regulations and then tested by the financial aspect. 
The calculation of the savings obtained by assuming 
the usage of electricity during the day was 30 % of the 
electricity cost and 90 % of the maximum power. 

 
Fig. 4. Monthly electricity cost savings (%). 

4. DISCUSSION 

Based on the results described above, there are at least 
three important things that need to be discussed further 
here. First, related to the installation costs of the 
RPVS. Under ideal conditions, RPVS has the 
advantage of not requiring additional costs. This 
allows RPVS investments to be more attractive to 
electricity consumers [20]. As shown in Figure 2(a), 
the investment cost for RPVS installation between 
ideal and non-ideal conditions had a significant 
difference to the increase in installation capacity. 

Therefore, the ideal roof condition can be used as an 
initial benchmark. This needs to be considered in 
building a house. 

Second, related to PBP as an important indicator in 
investment. PBP becomes more attractive if its value is 
less than equal to 10 yr [16]. For non-ideal roof 
conditions, the minimum installation limit occurred at                        
1 170 Wp for 1 300 VA customers, as shown in                        
Figure 3 and Table 4. 

Third, related to the cost savings of electricity 
consumption. The most important goal of RPVS 
installation is to save electricity costs per month [18]. 
As shown in Figure 4, Jabodetabek had the lowest 
average savings compared to other cities. This is 
because the monthly cost of electricity consumption in 
Jabodetabek was higher than in other cities, which is 
influenced by the number of household electrical 
appliances. 

The practical application of this study is to provide 
an overview to policymakers and developers in 
exploiting the potential of rooftops as an energy 
producer. This must take into account current and 
future building standards. In addition, off-grid 
connected RPVS can also be applied to remote areas 
[17]. This study contributes to saving electricity costs 
individually and nationally by utilizing renewable 
energy sources. The thin-frameless solar panels' 
technology also reduces installation costs due to 
minimal modification of the roof construction [22, 23]. 
In addition, for renewable energy applications in rural 
areas [24], this type of Thin-frameless PV module can 
still be used because it is not a hassle in building 
construction and can reduce installation costs. For 
future research directions, this study needs to analyze 
the technical and economic feasibility of using hybrid 
smart-grid technology with batteries. 

5. CONCLUSION 

The survey data illustrates the situation of the average 
electricity consumption in five cities and the monthly 
costs to pay the electricity to the PLN. The existence 
of regulations from the Indonesian government is a 
good step in supporting the usage of renewable energy 
through the RPVS. The amount of the initial 
investment of RPVS installation has the potential for 
substantial savings in monthly financing. In addition, 

Fig. 4. Monthly electricity cost savings (%)
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to provide an overview to policymakers and 
developers in exploiting the potential of rooftops 
as an energy producer. This must take into account 
current and future building standards. In addition, 
off-grid connected RPVS can also be applied to 
remote areas [17]. This study contributes to saving 
electricity costs individually and nationally by 
utilizing renewable energy sources. The thin-
frameless solar panels' technology also reduces 
installation costs due to minimal modification 
of the roof construction [22, 23]. In addition, 
for renewable energy applications in rural areas 
[24], this type of Thin-frameless PV module can 
still be used because it is not a hassle in building 
construction and can reduce installation costs. 
For future research directions, this study needs to 
analyze the technical and economic feasibility of 
using hybrid smart-grid technology with batteries.

5.   CONCLUSION

The survey data illustrates the situation of the 
average electricity consumption in five cities and 
the monthly costs to pay the electricity to the PLN. 
The existence of regulations from the Indonesian 
government is a good step in supporting the usage 
of renewable energy through the RPVS. The amount 
of the initial investment of RPVS installation has 
the potential for substantial savings in monthly 
financing. In addition, the long service life of the 
RPVS and the relatively short initial return on 
investment (PBP) make the RPVS attractive. The 
RPVS of the household customer that is not ideal 
affects the economic value of the RPVS investment. 
The difference in the average investment cost for a 
non-ideal rooftop has a value of 8 % more expensive 
than the ideal rooftop. Furthermore, the difference 
in the average PBP of a non-ideal RPVS has a PBP 
value of  1 yr longer than the ideal RPVS above    
900 Wp of installed capacity.
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