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Abstract: One of the technologies that are now expanding rapidly is called the Internet of Things (IoT). It is a 
technology that enables billions of smart devices or things, collectively referred to as “Things,” to collect a variety of 
data about themselves and the environment in which they are located using a variety of sensors. They can then share 
data with parties who have been permitted to do so for a variety of objectives, such as the management and monitoring 
of industrial services or the expansion of company services or operations. However, there are presently more security 
risks associated with the Internet of Things than ever. The field of machine learning (ML) has recently experienced 
significant advancement in technology, which has resulted in the opening of various new lines of inquiry that may be 
used to address existing and upcoming issues related to the Internet of Things. Nevertheless, machine learning is a 
robust technology that can recognize suspicious dangers and activities in smart devices and grids. This paper presents 
an extensive literature review on Machine Learning methods and the significance of IoT security in the context of 
various types of potential attacks as well as the comparison of several different ML algorithms regarding the detection 
of attacks and anomalies. Additionally, many machines learning-based Internet of Things protection systems have 
been presented. 
 
Keywords: Internet of Things, Cyberattacks, Machine Learning, Security

1. INTRODUCTION

The Internet of things (IoT) is a network of 
intelligent devices that share data online. In a new 
context, smart objects gather information and initiate 
events [1]. Smart cities, houses, transit, agriculture, 
hospital, supply chain, seismic detection, and smart 
grid are IoT applications as shown in Figure 1. The 
Networking, Cloud, and Cybersecurity Solutions 
(CISCO) predicts 31.3 billion IoT devices by 
2025. IoT device growth is rapid and global. IoT 
devices create massive data. Physical, network, and 
application architectures make up classical IoT [2]. 
The gadgets are environmentally conscious and may 
be wired or wirelessly linked. As in a smart home, 
the refrigerator may automatically make an order at 
the registered merchant when the fruit bowl empties 
and notify home users. Sensors and computers can 
monitor smart hospital patients in an emergency. 

Little-end sensors have various features and low 
computing power. IoT implementation is complex. 
IoT problems are standardization, interoperability, 
data storage, processing, trust management, 
identification, confidentiality, integrity, availability, 
security, and privacy [3]. 

IoT devices employ web-enabled sensors 
and hardware to send, gather, and act on data. 
Connecting IoT or edge devices to a gateway collects 
data for cloud analysis. Smart gadgets sometimes 
communicate with other devices and work on the 
information delivered between them [4]. Intelligent 
devices communicate by transferring data packets 
over a network, saving time and money. IoT gadgets 
make the network insecure. Unsecured devices 
abuse the network. Since IoT devices are tightly 
linked, an attacker can exploit a single weakness 
to modify all data and damage humans [5]. Several 



preventative strategies are explored to avert cyber 
risks, and a fog security gateway is created. The 
fog layer’s primary purpose is to increase safety 
and efficiency and minimize cloud data processing, 
analysis, and archiving [6].

Fog computing explores data’s outer edges—
the fog layer stores construction data in a customer’s 
cloud or data center. The fog layer improves 
efficiency and reduces redundancy in cloud data 
transit, maximizing cloud computing security. Data 
won’t be transferred straight to the cloud layer since 
it establishes a high-latency network connection 
between devices and the analytics endpoint and 
has more bandwidth than the fog layer. In other 
cases, there’s no bandwidth to transport data since 
it’s processed locally [7]. An IDS analyzes data 
flow to detect and safeguard system information. 
IDS activities include monitoring, analysis, and 
detection. The monitoring phase depends on the 
host-based or network-based sensor, the analysis 
phase on model identification or feature extraction, 
and the detection phase on detecting abnormalities 
or abusive intrusions [8].  IoT is a new technology 
that has many uses. Many applications struggle 
with security and privacy. IoT security and privacy 
have been studied. New technologies can handle 
IoT security, though [9]. This article identified three 
prominent security technologies: ML, Blockchain, 
and AI.

2.   LITERATURE REVIEW 

This section contains relevant works on anomaly 
detection using machine learning methods in the 
IoT network. Using distributed deep learning fog 
for ML algorithm-based computing in IoT, an NSL-
KDD dataset is utilized to compare the model to 
the surface algorithm. The outcome may be better. 
As a signature-based IDS [10]. ADFA-LD dataset 
used with Raspberry pi for a perceptron-based fog 
IDS. When improving calculating accuracy and 
efficiency. Traditional intrusion detection systems 
consist of a host and network-based or hybrid 
IDS, which may detect cyber-attacks differently. 
Standard IDS are designed to identify intrusion 
activity on single or complete network traffic. First, 
host-based IDS installs antivirus software and 
identifies suspicious network traffic by scanning 
and analyzing system calls, application logs, file 
systems, etc. Some IoT devices have restricted 
capability and resources [11]. Therefore, this 
solution fails. 

The second kind, network-based IDS, analyzes 
all network traffic and identifies known and 
unknown threats (HIDS) using an anomaly-based 
and signature-based hybrid approach. Signature-
based technique uses more resources and doesn’t 
identify attacks, only database records [12]. 
Anomaly-based NIDS is better at monitoring Ali et al 
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model identification or feature extraction, and the 
detection phase on detecting abnormalities or abusive 
intrusions [8].  IoT is a new technology that has many 
uses. Many applications struggle with security and 
privacy. IoT security and privacy have been studied. 
New technologies can handle IoT security, though [9]. 
This article identified three prominent security 
technologies: ML, Blockchain, and AI. 

2. LITERATURE REVIEW  

This section contains relevant works on anomaly 
detection using machine learning methods in the IoT 
network. Using distributed deep learning fog for ML 
algorithm-based computing in IoT, an NSL-KDD 
dataset is utilized to compare the model to the surface 
algorithm. The outcome may be better. As a signature-
based IDS [10]. ADFA-LD dataset used with Raspberry 
pi for a perceptron-based fog IDS. When improving 
calculating accuracy and efficiency. Traditional 
intrusion detection systems consist of a host and 
network-based or hybrid IDS, which may detect cyber-
attacks differently. Standard IDS are designed to identify 
intrusion activity on single or complete network traffic. 
First, host-based IDS installs antivirus software and 
identifies suspicious network traffic by scanning and 
analyzing system calls, application logs, file systems, 
etc. Some IoT devices have restricted capability and 
resources [11]. Therefore, this solution fails.  

The second kind, network-based IDS, analyzes all 
network traffic and identifies known and unknown 
threats (HIDS) using an anomaly-based and signature-
based hybrid approach. Signature-based technique uses 
more resources and doesn't identify attacks, only 
database records [12]. Anomaly-based NIDS is better at 
monitoring network traffic and identifying threats. 
Anomaly detection promises to identify NIDS attacks. 

Random Forest (RF) is utilized to detect malicious 
activity using the UNSW-NB15 dataset and the AD-IoT 
detection approach, which uses binary classification to 
characterize packet behavior as usual or dangerous. Only 
package behavior limits it—unknown packet attack. 
AD-IoT hasn't been utilized to designate an attack. 
Hence this will be the inquiry [13]. Most of the advanced 
research work done in current days should provide 
excellent direction for future researchers [14-22]. 
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network traffic and identifying threats. Anomaly 
detection promises to identify NIDS attacks.

Random Forest (RF) is utilized to detect 
malicious activity using the UNSW-NB15 dataset 
and the AD-IoT detection approach, which uses 
binary classification to characterize packet behavior 
as usual or dangerous. Only package behavior 
limits it—unknown packet attack. AD-IoT hasn’t 
been utilized to designate an attack. Hence this will 
be the inquiry [13]. Most of the advanced research 
work done in current days should provide excellent 
direction for future researchers [14-22].

3. CURRENT RESEARCH GAPS IN IOT 
SECURITY

Understanding the underlying privacy and security 
problems is critical to properly implementing 
the IoT. In the past, the IoT was built on top of 
existing technology [23]. As a result, it’s critical to 
determine if the IoT’s security concerns are novel or 
a revolution in the security challenges experienced 
by previous technologies. Several characteristics, 
such as incorporating apps, networks, hardware, 
and software, are comparable to the last security 
issues [24]. The fundamental problem with the IoT 
is resource limits, which make it challenging to 
employ present advanced IoT security solutions. In 
addition, IoT privacy and security issues necessitate 

optimal algorithms and layered architecture. 
IoT systems, for example, require more robust 
cryptographic optimization and new algorithms 
to handle privacy and security owing to IT limits. 
On the other hand, various IT gadgets bring new 
problems to existing security methods [25]. ML 
approaches may be used to increase the security of 
text data by automated organizing in this situation. 
These methods will be addressed in more detail 
later in the paper.

4.  IOT LAYERS

The Internet of Things architecture functions 
as a portal to a variety of different hardware 
applications [26]. This allows for the establishment 
of a connection as well as the extension of IoT 
services to each gateway. When transmitting and 
receiving information or data from different levels 
of Internet of Things architecture [27], several 
network protocols are used. Some examples of 
these protocols are Bluetooth, Wi-Fi, RFID, narrow 
and wide band, ZigBee, and LPWAN. A typical 
Internet of Things architecture consists mostly of 
three layers: the physical layer, the network layer, 
and the application layer as shown in Figure 2 [28].

• The Physical Layer: This layer is characterized 
by sensing and knowledge gathering and 
collection about the world in which intelligent 
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• The Physical Layer: This layer is characterized 
by sensing and knowledge gathering and 
collection about the world in which intelligent 
things are available [29]. 

• The Network Layer: The layer feature allows 
data to be delivered and processed utilizing 
various devices' internet connections [30]. 

• The Application Layer: Its primary purpose is 
to give a specific application-based service to 
the user [30]. 

4.1 Security in the IoT 

21st-century IoT device security is a prominent subject. 
IoT connects the universe. It opens several doors for 
attacks [31]. IoT apps running on an open network make 
gadgets easier to use. The Internet of Things endangers 
human life by exposing it to various hazards and threats. 
Still, it also makes compliance more straightforward. 
[32] Internet of Things devices may be accessed from 
any location without user authentication. Several 
security measures will need to be developed to ensure 
the safety of IoT devices. Because of their physical 
construction, Internet of Things devices has limited 
computing capabilities, which makes it impossible to 
devise an all-encompassing security protocol. A reliable 
IoT must have security qualities. Standard IoT security 
criteria include confidentiality, integrity, and 
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things are available [29].
• The Network Layer: The layer feature allows 

data to be delivered and processed utilizing 
various devices’ internet connections [30].

• The Application Layer: Its primary purpose is 
to give a specific application-based service to 
the user [30].

4.1  Security in the IoT

21st-century IoT device security is a prominent 
subject. IoT connects the universe. It opens several 
doors for attacks [31]. IoT apps running on an open 
network make gadgets easier to use. The Internet 
of Things endangers human life by exposing it to 
various hazards and threats. Still, it also makes 
compliance more straightforward. [32] Internet of 
Things devices may be accessed from any location 
without user authentication. Several security 
measures will need to be developed to ensure the 
safety of IoT devices. Because of their physical 
construction, Internet of Things devices has limited 
computing capabilities, which makes it impossible 
to devise an all-encompassing security protocol. A 
reliable IoT must have security qualities. Standard 
IoT security criteria include confidentiality, 
integrity, and authentication [33]. An estimated 
percentage of IoT device users by 2025 is presented 
in Figure 3.

• Confidentiality involves prudence through 
concealing information. Sensitive sensors need 

concealment, such as with military data. WSN 
is a highly-requested feature. If WSN reports 
could be altered, the enemy may be misled. 
Social and industrial uses need secrecy [34].

• To preserve IoT data integrity, the recipient must 
confirm no messages were modified during 
transmission or delivery. The data integrity 
check ensures that the information provided 
has not been modified. This is very important 
because even if intruders cannot get the data, 
the network may still fail to function correctly 
if any of the nodes have been infiltrated 
and altered the data. Data may be modified 
automatically without human involvement 
if the connection is unstable. Integrity check 
detects unintentional and purposeful message 
modifications [35].

• The authentication procedure verifies a 
message’s origin. Sensor nodes assess the peer 
node’s identification and validity. Authenticity 
ensures a simple message. The Message 
Authentication Code (MAC) offers message 
integrity and authenticity [36].

5.   IOT ATTACKS 

In recent years, the IoT has been attacked, raising 
awareness among businesses and consumers. 
Describes IoT attacks, impacts, and surfaces. Cyber 
and physical attacks against IoT [37]. Figure 4 
shows IoT security threats, including different types 
of attacks, effects of the attack, anomaly detection, 
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Fig. 3. Users of IoT devices Estimated by the year 2025. 

5. IOT ATTACKS  

In recent years, the IoT has been attacked, raising 
awareness among businesses and consumers. Describes 
IoT attacks, impacts, and surfaces. Cyber and physical 
attacks against IoT [37]. Figure 4 shows IoT security 

threats, including different types of attacks, effects of the 
attack, anomaly detection, and anomaly types. Many 
different Internet of Things devices is the target of 
cyberattacks, which involve hacking into wireless 
networks and stealing, deleting, altering, or destroying 
user data.
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Fig. 4. Graphical representation of IoT security threats, including different types of attacks, effects of the attack, anomaly 
detection, and anomaly types. 

Physical attacks destroy IoT devices. The gadget 
may be attacked without a network. Mobile devices, 
cameras, sensors, routers, etc., can also be attacked [38]. 

The following subsections focus on cyber-attacks based 
on their severity on active and passive IoT devices as 
shown in Figure 5.   

 
Fig. 5. Types of attacks and their effects 

5.1. Active IoT Attacks 

An active assault is carried out by a network attacker 
who, after gaining access to the interface settings, then 
disconnects certain services from the IoT devices they 
target. Interruptions, interventions, and changes are all 

examples of active assaults that may occur in several 
different ways. Attacks such as denial of service, middle 
hand, Sybil and spoofing, hole attacks, jamming, 
selective forwarding, and data manipulation are shown 
in Figure 6 [39].
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and anomaly types. Many different Internet of 
Things devices is the target of cyberattacks, which 
involve hacking into wireless networks and stealing, 
deleting, altering, or destroying user data. 

Physical attacks destroy IoT devices. The 
gadget may be attacked without a network. Mobile 
devices, cameras, sensors, routers, etc., can also be 
attacked [38]. The following subsections focus on 
cyber-attacks based on their severity on active and 
passive IoT devices as shown in Figure 5. 

5.1  Active IoT Attacks

An active assault is carried out by a network 
attacker who, after gaining access to the interface 

settings, then disconnects certain services from the 
IoT devices they target. Interruptions, interventions, 
and changes are all examples of active assaults that 
may occur in several different ways. Attacks such as 
denial of service, middle hand, Sybil and spoofing, 
hole attacks, jamming, selective forwarding, and 
data manipulation are shown in Figure 6 [39]. 

5.1.1 Denial of Service (DoS) Attacks

DoS attacks disable system services by sending 
repeated requests, as seen in Figure 5. The user 
cannot navigate or connect to the IoT device, which 
prevents them from making informed decisions. 
DoS attacks force Internet of Things devices to 
remain active, which causes battery drain. Repeated 

 Machine Learning Methods of IoT Security and Future Application  5
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difficult to detect. 
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attacks from various IP addresses create multiple 
requests to overwhelm a server in a DDoS attack. 
It’s tough to tell natural from hazardous traffic. 
An IoT botnet malware has been responsible for 
disruptive DDoS attacks in recent years [40].

5.1.2 Sybil and Spoofing Attacks

These exploits obtain unwanted access to IoT 
systems using user identification (RFID and MAC 
address). The TCP/IP lacks a comprehensive 
security protocol, making IoT devices vulnerable 
to phishing. These two attacks also launch man-in-
the-middle and DoS attacks [41].

5.1.3 Jamming Attacks 

Continuous wireless network communication by 
broadcasting undesired signals to IoT devices causes 
user issues by keeping the network busy (Figure 
6). This exploit affects IoT system performance by 
requiring more memory, bandwidth, etc. [42].

5.1.4 Man in Middle Attacks 

Network participants carry out man-in-the-middle 
attacks directly connected to another user interface. 
False information may easily disrupt conversations. 
Bad data to hack original data [43].

5.1.5 Forwarding Attacks

Figure 5 illustrates how a broadcast attack node 
may be dropped in the middle of a transmission, 
resulting in a networking system hole. Malicious 
inbound assaults include Trojans, rootkits, worms, 
adware, and viruses that may cause financial harm, 
power dissipation, and corrupt wireless network 
output [44]. This attack is difficult to detect.

5.1.6 Holes Attacks 

Black Hole and Gray Hole attacks are active attacks 
since they influence network performance and 
create crashes [45]. 
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5.1.1 Denial of Service (DoS) Attacks 

DoS attacks disable system services by sending repeated 
requests, as seen in Figure 5. The user cannot navigate 
or connect to the IoT device, which prevents them from 
making informed decisions. DoS attacks force Internet 
of Things devices to remain active, which causes battery 
drain. Repeated attacks from various IP addresses create 
multiple requests to overwhelm a server in a DDoS 
attack. It's tough to tell natural from hazardous traffic. 
An IoT botnet malware has been responsible for 
disruptive DDoS attacks in recent years [40]. 

5.1.2 Sybil and Spoofing Attacks 

These exploits obtain unwanted access to IoT systems 
using user identification (RFID and MAC address). The 
TCP/IP lacks a comprehensive security protocol, 
making IoT devices vulnerable to phishing. These two 
attacks also launch man-in-the-middle and DoS attacks 
[41]. 

5.1.3 Jamming Attacks  

Continuous wireless network communication by 
broadcasting undesired signals to IoT devices causes 
user issues by keeping the network busy (Figure 6). This 
exploit affects IoT system performance by requiring 
more memory, bandwidth, etc. [42]. 

5.1.4 Man in middle Attacks  

Network participants carry out man-in-the-middle 
attacks directly connected to another user interface. 
False information may easily disrupt conversations. Bad 
data to hack original data [43]. 

5.1.5 Forwarding Attacks 

Figure 5 illustrates how a broadcast attack node may be 
dropped in the middle of a transmission, resulting in a 
networking system hole. Malicious inbound assaults 
include Trojans, rootkits, worms, adware, and viruses 
that may cause financial harm, power dissipation, and 
corrupt wireless network output [44]. This attack is 
difficult to detect. 

5.1.6 Holes Attacks  

5.1.7 Data Tampering Attacks 

Data tampering threatens businesses, lives, and 
property. Companies must avoid such attacks and 
mitigate their harm [46].

5.2  Passive Attacks

Passive attacks capture user data without their 
awareness. Listening and traffic monitoring are 
prominent passive attack approaches [47]. 

• Eavesdropping: an attacker listens to two 
parties’ messages. Attack works without 
encrypted traffic. The attacker can access 
unencrypted information, such as a password 
[48]. 

• Traffic analysis: the attacker analyses the 
traffic’s metadata to learn about the traffic, such 
as the entities involved (speed, duration, etc.). 
Traffic analysis can lead to attacks if encrypted 
data is utilized, allowing an attacker to access 
decrypted information [49].

5.3  IoT Attacks Affect

IoT threats threaten network privacy, authentication, 
and authorization. Figure 6 lists the attacks and 
their consequences on IoT devices. When creating 
an IoT security protocol, consider the following.

5.3.1 Accessibility

Provides IoT device services to authorized users. 
DoS attacks and jamming make nonsensical 
requests and keep the network busy, undermining 
the IoT network. A solid security protocol is needed 
to keep IoT accessible to user clients [50]. 

5.3.2 Privacy

Privacy is the only IoT element attacked actively 
and passively. Today, secret papers, medical 
information, and national security data are securely 
encrypted and delivered over the Internet by various 
IoT devices. Hackers can follow the IoT computer’s 
position and decode third-party data [51].

5.3.3 Integrity

To safeguard IoT data integrity, the recipient must 

verify that transferred or distributed messages 
have not been changed. Data integrity ensures that 
supplied data isn’t altered. Even if intruders can’t 
steal data, the network won’t work if the susceptible 
nodes corrupt the delivered data. Insecure 
interaction channels can modify data without an 
attacker. Integrity check detects unintentional and 
purposeful message modifications [52].

5.3.4 Identification 

Identification is essential for the authorization of 
IoT networks. Customers are required to register 
before they can connect to the Cloud Server. The 
commercialization of IoT and its resilience are both 
hindered by identification problems. Phishing and 
Sybil attacks lower the network’s security level and 
allow unauthorized access to servers. Therefore, 
it’s essential to find an efficient IoT system 
identification that offers excellent safety [53].

5.3.5 Authorization

Authorization is the user’s IoT access. Authorized 
clients can enter, track, and use IoT data. Admins’ 
directives are also performed. Preserving all user 
data and offering them information-based access is 
hard since users are sensors, devices, and services. 
Identification is IoT user authorization. Clients 
must register to use the cloud server. IoT trade-
offs and resilience make detection challenging. 
Sybil and phishing attacks impair network security, 
and attackers get server access without proper 
identification. A suitable IoT system identification 
technique is essential to safeguard system 
restrictions [54]. User permission is accomplished 
by identification in the IoT. To utilize the cloud 
server, clients first need to register. The internet 
of things’ resilience and trade-offs compound the 
detection challenges. Attacks such as spoofing and 
Sybil weaken the security of a network and make 
it easier for attackers to access a server without 
the necessary ID. When protecting system limits, 
having an appropriate identification method for IoT 
systems is vital [55].

5.4  IoT Anomaly Detection

There are unconventional real-world datasets. 
Identifying anomalies implies detecting unusual 
phenomena compared to typical nodes. Intrusion 
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Prevention Systems, Fraud Detection, and Data 
Leakage generate abnormalities. Smart cities, 
network security, and industries employ anomaly 
detection [56].

5.4.1 Detection of Intrusion

IoT devices are connected to the Internet and are 
nevertheless vulnerable to cyber-attacks. DoS and 
DDOS attacks, for example, do severe harm to the 
IoT network. Detecting and preventing these threats 
is the most challenging difficulty in IoT systems 
[57]. 

5.4.2 Detecting Fraud

During online logins or payments, IoT networks are 
vulnerable to intercepting credit card information, 
banking information, or other personal information 
[57]. 

5.4.3 Data Leakage

The disclosure of confidential information from 
databases, file servers, and other information 
sources by external entities may lead to the loss 
of data and jeopardize the confidentiality of the 
information. Such losses may be prevented using 
suitable encryption algorithms [56].

5.5  Anomalies Types

It can be identified as a contextual or communal 
point in the form [57].

5.5.1 Anomalies in Points

Anomalies are used to identify points that are 
considerably different from the rest of the data 
points when the evolution of the sequence is 
unexpected. Frequently used in the identification of 
fraud [57].

5.5.2 Anomalies in Groups

Many IoT devices exhibit typical time series 
patterns, such as recurring patterns or shapes. 
However, a joint audit and review are necessary if 
several delays occur in the supply chain [56].

5.5.3 Anomalies in Context

The kind of meaning of past information, such 
as the day of the week, is used to detect it. The 
circumstances practically cover the whole domain 
[56].

6. IOT SECURITY BASED ON MACHINE 
LEARNING 

IoT systems must adopt a defensive posture while 
identifying the primary parameters in security 
protocols to adjust for dynamic and diverse 
networks as intelligent attacks and MLs become 
more common. This is a difficult endeavor since the 
IoT device’s limited resources make it difficult to 
precisely estimate the current network and attack 
condition. Reinforcement learning supervised 
learning, and unsupervised learning are three 
machine learning approaches used to improve 
network security in the IoT. Through malware 
identification, downloaded anti-jamming, access 
control, and authentication, these strategies serve to 
increase security [58]. These methods are outlined 
below in Figure 7.

6.1  Reinforcement Learning

Deep Q networks, post-decision states, Dyna-Q, 
and Q-learning are examples of reinforcement 
learning approaches. Through trial and error, these 
strategies assist IoT devices in selecting security 
protocols and important parameters for various 
threats. Q-learning, for example, is utilized as a 
model-free approach to improve malware detection, 
downloaded anti-jamming, and authentication 
performance. Dyna-applicability Qs in malware 
detection and authentication can also be considered 
by IoT devices. Finally, malware is detected using 
the post-decision state [59].

6.2  Supervised Learning

Random Forest, Deep Neural Network (DNN), 
Neural Network, K-Nearest Neighbor (KNN), 
Naive Bayesian, and SVM (Support Vector 
Machine) are examples of supervised learning 
approaches [60]. To construct a classification or 
regression model, these approaches may be used 
to label application traces or network data from 
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IoT devices. SVM may be used by IoT devices to 
identify phishing attacks and network breaches, 
for example. A K-NN program to identify malware 
and network breaches may exist. Then, to identify 
DoS attacks and network breaches, neural networks 
are deployed. IoT systems may also employ naive 
Bayes to identify intrusions, and malware may be 
detected using the Random Forest Classifier [61]. 
Finally, DNNs may be used for phishing detection 
in IoT devices with enough memory and processing 
capability.

6.2.1  Role of Supervised Learning in IoT Security

Supervised learning approaches are led by a goal 
that creates a mathematical framework for datasets. 
This approach employs tagged data to train an 
algorithm that describes input data best. Inputs and 
outcomes are offered for learning. These datasets 
assist machines in discovering outputs for inputs 
[62]. Supervised learning performance may be 
achieved when particular targets are specified. 
For such understanding, it’s vital to identify 
the machine’s desired outputs and actual inputs 
[5]. It identifies rules from datasets and defines 
classes. Predict criteria, persons, and objects’ 
class memberships. To identify network traffic in 
an IoT device, you must employ neural networks, 
KNN, Naive Bayes, and SVM [63]. Classification 

models can be used if a class or value category 
has few outputs. Regression can be utilized when 
the predicted output value is numeric. KNN can 
identify viruses and networks in IoT systems [64].

Supervised learning techniques use tagged 
data in IoT networks to solve location, security, 
adaptive filtering, channel estimation, and spectrum 
detection. This ML category uses regression and 
classification. Using classification, supervised 
learning predicts and models data sets. Regression 
predicts numerical variables reflecting trends [65]. 
Decision trees, random forest, naive Bayes, and 
SVM are classification algorithms. SVM utilizes 
a kernel to distinguish between classes. SVM 
models nonlinear decision boundaries. SVM 
naturally reflects memory intensity; therefore, 
choosing a kernel may be tricky. This complicates 
the modelling of massive datasets. IoT users prefer 
random forests to SVM [65]. Naive Bayes models 
issues like spam detection and text categorization. 
Random forest algorithms are naïve, and all input 
qualities are mutually free, making them better for 
simulating real-world matters [66]. Random Forest 
methods are readily developed and adaptable 
to dataset size. These algorithms demand more 
training time than Naive Bayes and SVM. It also 
improves prediction accuracy and precision in less 
time [66]. It’s then linked to a graph with leaves and 
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6.1. Reinforcement Learning 

Deep Q networks, post-decision states, Dyna-Q, and Q-
learning are examples of reinforcement learning 
approaches. Through trial and error, these strategies 
assist IoT devices in selecting security protocols and 
important parameters for various threats. Q-learning, for 
example, is utilized as a model-free approach to improve 
malware detection, downloaded anti-jamming, and 
authentication performance. Dyna-applicability Qs in 
malware detection and authentication can also be 
considered by IoT devices. Finally, malware is detected 
using the post-decision state [59]. 

6.2. Supervised Learning 

Random Forest, Deep Neural Network (DNN), Neural 
Network, K-Nearest Neighbor (KNN), Naive Bayesian, 
and SVM (Support Vector Machine) are examples of 
supervised learning approaches [60]. To construct a 
classification or regression model, these approaches may 
be used to label application traces or network data from 
IoT devices. SVM may be used by IoT devices to 
identify phishing attacks and network breaches, for 
example. A K-NN program to identify malware and 
network breaches may exist. Then, to identify DoS 
attacks and network breaches, neural networks are 
deployed. IoT systems may also employ naive Bayes to 

identify intrusions, and malware may be detected using 
the Random Forest Classifier [61]. Finally, DNNs may 
be used for phishing detection in IoT devices with 
enough memory and processing capability. 

6.2.1. Role of Supervised Learning in IoT Security 

Supervised learning approaches are led by a goal that 
creates a mathematical framework for datasets. This 
approach employs tagged data to train an algorithm that 
describes input data best. Inputs and outcomes are 
offered for learning. These datasets assist machines in 
discovering outputs for inputs [62]. Supervised learning 
performance may be achieved when particular targets 
are specified. For such understanding, it's vital to 
identify the machine's desired outputs and actual inputs 
[5]. It identifies rules from datasets and defines classes. 
Predict criteria, persons, and objects' class memberships. 
To identify network traffic in an IoT device, you must 
employ neural networks, KNN, Naive Bayes, and SVM 
[63]. Classification models can be used if a class or value 
category has few outputs. Regression can be utilized 
when the predicted output value is numeric. KNN can 
identify viruses and networks in IoT systems [64]. 

Supervised learning techniques use tagged data in 
IoT networks to solve location, security, adaptive 
filtering, channel estimation, and spectrum detection. 
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branches to represent class and choice. A top-down 
technique traverses the tree to rate an event until a 
class-specific choice is made. Regression methods 
include logistic regression and ANN [66]. These 
are instance-based algorithms. These forecast fresh 
observations based on training data. Such methods 
are memory-intensive and perform poorly with 
substantial data sets.

6.3 Unsupervised Learning

There is no necessity for data labelling, unlike 
supervised learning. It examines the similarities 
between unlabeled data to categorize them [67]. 
IoT systems, for example, might use multivariate 
correlation analysis to identify DoS attacks. 
They could also enforce IGMM with PHY-based 
authentication with privacy protection [67]. 
While supervised learning focuses on document 
categorization in the IoT system, unsupervised 
learning ensures the grouping of documents in the 
IoT system to increase security. This is in contrast to 
unsupervised learning providing the set of records 
in the IoT system.

6.3.1 Role of Unsupervised Learning in IoT    
   Security

Unsupervised learning trains algorithms with 
unlabeled data. Describing a pattern helps notice a 
way. If so, incoming data helps the algorithm uncover 
rules and patterns. Summarizing and combining 
key points provides meaning and clarity [68]. No 
output configuration. Unsupervised learning uses 
association and grouping methods. Clustering 
involves combining data sets and discovering 
similarities. This uses K-mean and PCA (principal 
component analysis). In unsupervised learning, 
the environment provides input without a purpose. 
Similarity searches may be done on untagged data. 
Data may be categorized. Unsupervised learning 
techniques handle unlabeled data heuristically. 
Balance loads, group cells, and identify intrusions, 
faults, and abnormalities. Clustering group data 
based on similarities and contrasts in unsupervised 
learning [68]. Unmonitored cluster development 
means no established performance procedures. 
Use the displayed data to assess the correctness 
of the results. If there’s an incorrect or correct 
answer, dataset groupings may be pre-labelled. 
In this situation, classification methods are 

preferred. Hierarchical and K-mean clustering are 
prevalent [69]. K-means is a common technique for 
categorizing data based on geometric distinctions. 
Clusters must merge across centroids to become 
uniformly spherical.

Before clustering, define the cluster size. 
Clustering does not indicate competence and 
efficiency. Non-global clusters can cause poor 
clustering. Most IoT systems and applications 
use unsupervised learning with limited external 
environment knowledge. This resembles animal 
learning. Zero-day attacks on IoT networks are 
unknown [69].

7. COMPARATIVELY ANALYSIS OF ML 
ALGORITHMS USED FOR IDS 

Table 1 shows that researchers employed ML 
algorithms and approaches to detect attacks and 
anomalies with high accuracy. In investigations 
[70-81], researchers utilized and compared different 
ML algorithms. The Random Forest (RF) method 
obtained the best results with 99.34 %, 99.5 %,                                                                                                  
99.9 %, 99.59 %, and 99.9 % accuracy. DT and KNN 
outperformed the other methods. However, KNN 
takes longer to classify. In addition, combining RF 
and DT improved attack detection accuracy. RF and 
KNN obtained 99.9 % attack detection accuracy in 
experiments.

The evaluated study indicated that Random 
Forest ML provided the best attack and anomaly 
detection. ML is suited for IoT-specific challenges 
and general cybersecurity applications. ML-based 
systems balance IoT network risks depending 
on their speed and adaptability. All ML research 
is encouraged. ML’s importance as an emerging 
technology is well-established.

8. IOT SECURITY LIMITATIONS OF THE 
ML APPROACH 

Figure 8 shows the number of linked IoT devices, 
the worldwide IoT market, and forecast predictions 
through 2025. Since then, electrical and computer 
engineers have paid much attention to IoT 
development and security. Machine learning is 
used to safeguard IoT networks, but it has limits. 
Uncertainty, fluctuating speed, variety, and volume 
characterize IoT traffic. Traditional machine-
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learning approaches are not scalable enough for IoT 
data handling [9]. Major field modifications require 
a precondition. Limitations of ML in IoT networks 
include energy processing, and data analysis issues 
as shown in Figure 9.

8.1. Energy Processing

ML algorithms have a sample, computational, and 
memory complexity. Conventional ML algorithms 
aren’t scalable for small tasks. Traditional ML 
algorithms aren’t fit for resource-constrained 
IoT. Intelligent IoT devices need real-time data 
processing for applications. Traditional ML 
approaches can’t handle real-time data streams  
[82-83]. 

8.2. Data Analysis

Communication and sensor devices and network-
based information systems may generate wireless 
data. IoT systems value data. To extract sensitive 
data, do efficient analyses. IoT applications 

confront a severe issue in managing massive data. 
IoT data creation is semantical, format-, and type-
diverse. Semantic and syntactic heterogeneity. 
These heterogeneities complicate IoT big data 
management [84].

9.   CONCLUSION

The IoT can revolutionize the globe and solve global 
challenges. Thanks to innovative IoT services, 
everyone on the network may access, connect, and 
store information. While IoT improves our lives 
through smart gadgets that link us to the virtual 
world, security is a serious problem. This article 
reviews Machine Learning-based IoT security 
literature, encompassing IoT and its architecture, 
security risks, ML-based methods, and ML-based 
security solutions. This study focuses on built-
in machine learning techniques for IoT security, 
giving an overview of threats and their implications. 
In addition, research has been done on machine 
learning algorithms to identify potential roadblocks, 
which may be helpful to future researchers as they Machine Learning Methods of IoT Security and Future Application  

Table 1. Summary of Literature Review  

Dataset Feature Optimization Approach Classifier Accuracy Reference  
UCI's ML 
repository 

Intrusion and attack detection for 
IoT Botnet. 

SVM, Random Forest 99 % [70]  

IoT-23 ML-based detecting anomalies in 
IoT networks 

Random Forest 99.50 % [71]  

BoT-IoT Improving IoT Security by ML Random Forest 99 % [72]  

NSL-KDD, 

DS2OS 

ML Based prediction of attacks on 
IoT networks. 

Random Forest 99.4 % [73]  

CICIDS-2017,  

Cyberattack 

Detection of anomalous activities  Random Forest 99.9 % [74]  

IoT Network 
Intrusion Dataset 

Enhance IoT security through ML 
methods on the IoT network  

KNN 99 % [75]  

UCI  Detect Attacks in IoT devices Decision Tree 99.20 % [76]  

UNSW-NB15 ML-based detection of attacks and 
anomalies in IoT 

Random Forest + 
KNN 

99 % [77]  

KDDCUP99 Improve the security IDS KNN, Decision Tree 99.9 % [78]  

IoT-23 Anomaly Detections in IoT 
Networks. 

Random Forest 99.50 % [79]  

UNSW-NB 15 Attack Detection in IoT Networks Random Forest 99.5 % [80]  

Bot-IoT Detecting IoT attacks  Random Forest 97.00 % [81]  

The evaluated study indicated that Random Forest 
ML provided the best attack and anomaly detection. ML 
is suited for IoT-specific challenges and general 
cybersecurity applications. ML-based systems balance 
IoT network risks depending on their speed and 
adaptability. All ML research is encouraged. ML's 
importance as an emerging technology is well-
established. 

8. IOT SECURITY LIMITATIONS OF THE ML 
APPROACH  

Figure 8 shows the number of linked IoT devices, the 
worldwide IoT market, and forecast predictions through 
2025. Since then, electrical and computer engineers have 
paid much attention to IoT development and security. 
Machine learning is used to safeguard IoT networks, but 
it has limits. Uncertainty, fluctuating speed, variety, and 
volume characterize IoT traffic. Traditional machine-
learning approaches are not scalable enough for IoT data 
handling [9]. Major field modifications require a 
precondition. Limitations of ML in IoT networks include 

energy processing, and data analysis issues as shown in 
Figure 9. 

8.1. Energy Processing 

ML algorithms have a sample, computational, and 
memory complexity. Conventional ML algorithms aren't 
scalable for small tasks. Traditional ML algorithms 
aren't fit for resource-constrained IoT. Intelligent IoT 
devices need real-time data processing for applications. 
Traditional ML approaches can't handle real-time data 
streams [82-83].  

8.2. Data Analysis 

Communication and sensor devices and network-based 
information systems may generate wireless data. IoT 
systems value data. To extract sensitive data, do efficient 
analyses. IoT applications confront a severe issue in 
managing massive data. IoT data creation is semantical, 
format-, and type-diverse. Semantic and syntactic 
heterogeneity. These heterogeneities complicate IoT big 
data management [84]. 
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choose their ultimate goals.
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Abstract: The novel fractional order intelligent transient dynamics and advanced fractional order nonlinear robust 
control synthesis scheme of the Pressurized Water Reactor (PWR) pressurizer are addressed in this research work. 
The Graphical User Interface (GUI) is designed for closed-loop model-based PWR pressurizer dynamical studies in 
LabVIEW. Based on the demand for power, the reactor power and turbine power are predicted using a fractional order 
backpropagation algorithm in an open loop configuration. Using turbine power and heater power as input variables, 
pressurizer level, pressurizer pressure and coolant average temperature as output variables, the open loop multi-
input multi-output (MIMO) dynamic model of pressurizer is estimated using fractional order artificial intelligence 
in LabVIEW. Four fractional order robust nonlinear H∞ sub-controllers are designed for charging flow, spray flow, 
proportional heaters power and backup heaters power. All the dynamic controller models are in fractional order 
nonlinear H∞ framework and are designed in LabVIEW. The performance of the proposed design work is evaluated in 
closed loop configuration at 100 %, 75 % and 15 % in steady state conditions. Dynamic transient analysis is performed 
from 100 % to 90 % power reduction scenario and found satisfactory and within design limits and robust bounds.
 
Keywords: Fractional Order, Neural Estimation, PWR Pressurizer, Robust Controller, LabVIEW 

1. INTRODUCTION

In this research work, the Pressurized Water 
Reactor (PWR)-type nuclear power plant of 340 
MWe rating, operating in Pakistan is considered 
for closed-loop dynamic modeling and control 
design purposes. A non-equilibrium three-region 
analytical transient model of PWR pressurizer 
is developed by Baek et al. [1]. An analytical 
pressurizer model for 1a 200 MWe VVER type 
nuclear power plant is addressed by Sheta et al. [2] 
for simulation purposes. The dynamics of the 1200 
MWe VVER pressurizer is investigated in detail 
using Modelica software by Rabie et al. [3] for 

parametric studies.  A 300 MWe PWR is adopted 
by Takasuo et al. [4] for the analytical modeling of 
the pressurizer pressure system. A nuclear codes-
based approach is considered by Xu et al. [5] which 
was implemented for PWR pressurizer dynamic 
modeling using APROS and TRACE nuclear codes. 
A VVER pressurizer model is identified using the 
system identification technique by Varga et al. [6] 
for data-driven modeling. PWR pressurizer insurge 
characteristics is modeled by Lin et al. [7] in 3D 
using transient analysis for the time-dependent 
studies. Sensitivity analysis of VVER 1000 PWR 
pressurizer level is performed by Groudev et al. [8]. 
PWR simulator is developed by Suryabrata et al. [9] 



in MATLAB using linearized state space modeling 
for controller design purposes. A conventional 
permissive and interlocks-based PWR pressure 
control module is developed by Yu et al. [10] for 
condition-based logics developed using MATLAB. 
PID controller-based pressurizer pressure controller 
is designed by Zhang et al. [11] for closed loop 
model development for 900 MWe PWR nuclear 
power plant. A similar approach is adopted by Sheta 
et al. [12] for 1350 MWe PWR pressurizer pressure 
and level controllers using the PID algorithm. A 
fuzzy PID controller is designed by Victor et al. [13] 
for a PWR pressurizer for gray control synthesis 
and compared with PID controller performance. 
A fuzzy logic controller is synthesized by Victor 
et al.[14] for PWR pressurizer in detail using rule-
based approach. A fuzzy PID controller is adopted 
by Sheta et al. [15] for VVER 1200 pressurizer. 
The fractional order PID controller is designed 
by Damayanti et al. [16] for the PWR pressurizer 
level controller which is different from pressure 
control logic. Fractional order neural transient 
modeling of the primary circuit of ACP1000 based 
nuclear power plant is carried out by Malik et al. 
[17] in LabVIEW for a generation-3 nuclear power 
plant. A fractional order nonlinear H∞ controller is 
designed by Xue et al. [18] for the self-balancing 
system in dynamic mode. Such study is extended 
for advanced fractional order controllers design 
using artificial intelligence for PWR pressurizer 
dynamics. Finite-time synchronization of fractional 
order memristor-based neural networks with time 
delays are addressed by Velmurugan et al. [19] 
which is a class of fractional neural network.  
   

In this research work, the new coupled 
pressurizer pressure and level dynamics are 
estimated using state-of-the-art fractional order 
intelligent neural network algorithm in LabVIEW. 

Four new controllers are configured for 
charging flow control, spray control, proportional 
heaters power control and backup heaters power 
control using novel fractional order nonlinear H∞ 
control framework using intelligent control design 
algorithm in most modern graphical programming 
environments using LabVIEW. LabVIEW has 
been selected as a programming platform because 
it has a more powerful GUI than visual basic and 
MATLAB. Further, LabVIEW is a totally graphical 
programming environment with excellent and 

improved data flow and function control.   

2.   MATERIALS AND METHODS

2.1. PWR Pressurizer

The pressurizer is the main equipment of the 
reactor heat removal system in PWR and is used 
to regulate the pressure of the reactor coolant. 
The main function of the primary heat transport 
system is to remove heat from the reactor core to 
the steam generator. The primary loop consists of 
two loops designated as loop-A and loop-B. In the 
primary loop, there are two steam generators, one 
pressurizer, one reactor coolant pump and a piping 
structure. There are two loops in the primary system 
to accommodate two steam generators. So, the 
single loop cannot be used to achieve the dynamics 
of two steam generators.

The reactor coolant pressure is controlled by 
the pressurizer to prevent departure from nucleate 
boiling (DNB), which has adverse effects on 
heat transfer. Single pressurizer is used for two 
loop primary system so that the system pressure 
can be maintained at a single pressure else more 
pressurizers will try to create differential pressure 
in the primary circuit that will result in flow 
disturbance. 

The reactor coolant pressure control is carried 
out by the action of electric heaters and spray 
valves. The spray system is fed from two cold legs 
and is connected to the pressurizer through the spray 
nozzle. A small continuous spray flow is provided 
through the flow-regulating valve. The electric 
heaters are installed at the bottom head of the 
pressurizer. Over-pressure protection is provided by 
two pressurizer safety valves and two pressurizer 
relief valves connected to the pressurizer. 

The discharge of pressurizer safety and relief 
valves are joined to the relief header and then 
routed to the pressurizer relief tank. The relief tank 
also collects leak-off and discharges from valves of 
some other systems located inside the containment. 
The pressurizer relief tank is blanketed by nitrogen 
inside and equipped with an internal spray for 
cooling. 

The pressurizer is a vertical, cylindrical vessel 
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with hemispherical top and bottom heads. Electrical 
heaters are installed vertically in the bottom head. 
The surge line nozzle is located in the center of the 
bottom head, at the lowest point of the pressurizer. 
This surge line is connected at its other end to the 
Loop B hot leg. A retaining screen is located just 
above the inlet of the surge line to mix the surged 
water with the water contained in the pressurizer 
and to prevent the entrance of foreign matters into 
the reactor coolant system. 

The top head receives the spray line nozzle 
and the pressurizer relief and safety valve nozzles. 
Spraying of cold water from the cold legs of the 
reactor coolant piping is achieved in a fog state 
through a spray nozzle located at the end of the 
spray line inside the pressurizer. Thus the spraying 
can be better mixed with the saturated steam in the 
pressurizer to achieve a better cooling effect and 
reduce the pressure of the pressurizer. 

The pressurizer is used to accommodate positive 
and negative surges caused by load transient. During 
an insurge, the spray system condenses steam in the 
pressurizer to prevent the pressurizer pressure from 
reaching the set point of the relief valve. During 
an out surge, the flashing of water and generation 
of steam by automatic actuation of the electrical 
heaters keep the pressure of the pressurizer above 
low-pressure reactor trip set point. The pressurizer 
is designed to accommodate in and out surges 
caused by load transients. It provides a point in the 
reactor coolant system (SRC) system where liquid 
and vapor can be maintained in equilibrium under 
saturated conditions for pressure control purposes. 
Since there are continuous process pressure 
fluctuations in the reactor coolant system. So, spray 
flow is continuous which provides minor flow while 
heater logic is used to compensate spray flow.

2.2 Pressurizer Pressure and Level Control 
System 

     
The pressurizer spray lines and valves are designed 
to provide the necessary spray rate selected to 
prevent the pressurizer pressure from reaching the 
opening set point of the pressurizer relief valve 
following a step-load reduction of the 10% of full 
load. The pressurizer spray is controlled by two 
automatically controlled, air-operated downstream 
of the spay valves to the spray line. The auxiliary 

spray path is used to provide auxiliary spray during 
reactor cool down when the reactor coolant pumps 
are out of service.

The pressurizer is equipped with 90 electric 
heaters in which 30 elements are proportional 
heaters, while the other 60 elements are reserved 
heaters. The heaters are direct immersion straight 
tubular sheath type. The tubular sheath is sealed at 
its upper end by a welded plug and at its lower end 
by a connection socket which remains leak proof 
even in the event of sheath failure. The heater, made 
of nickel-chrome alloy, is isolated from the sheath 
by compacted, magnesium oxide. The pressurizer 
electrical heater capacity is designed to heat the 
pressurizer water at the average rate of 45 0C / h 
taking into account the continuous spray flow rate. 
The conventional pressurizer pressure and level 
control system consist of modules which are 
designed based pressurizer pressure and level 
interlocks [1].  

2.3 Fractional Order Pressurizer Control 
System

The fractional order pressurizer closed-loop 
control system consists of fractional order pressure 
intelligent modeling and four coupled fractional 
order controllers. Fractional order pressurizer 
intelligent modeling consists of coupled pressure 
and level dynamics of pressurizer while four 
fractional order advanced controllers are designed 
for charging flow control, pressurizer spray control, 
proportional heaters power control and back-up 
heaters power control as in Figure1.

Total heater power is the sum of proportional 
heaters power and backup heaters power. 
Proportional heaters work all the time in minor 
transients of spray flow while backup heaters 
work when 100 % proportional heater are used in 
transients [1].

2.4 Fractional Order Pressurizer Intelligent 
Modeling 

2.4.1 Selection of Input and Output Variables 

One pair of demanded power and turbine power is 
used as the first single input single output fractional-
order neural network (FO-SISO-ANN1) while the 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
 
The output of FO-SISO-ANN1 is given as: 
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The output of FO-SISO-ANN2 is given as: 
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The output of FO-MIMO-ANN3 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 

Fig. 1. Proposed closed loop pressurizer pressure and level 
control system.

second pair of demanded power and reactor power 
is used as the second single input single output 
fractional-order neural network (FO-SISO-ANN2). 
Third multi-input multi-output fractional-order 
neural network (FO-MIMO-ANN3) is comprised 
of reactor power and heater power as inputs while 
coolant average temperature, pressurizer pressure 
and pressurizer level as outputs.  

2.4.2 Choice of Modeling Algorithm

In this research work, all three FO-SISO-ANN1, 
FO-SISO-ANN2 and FO-MIMO-ANN3 are 
modeled using the model developed in [17] for 
the new and modified formulation of the proposed 
work. 

The output of FO-SISO-ANN1 is given as:

The output of FO-SISO-ANN2 is given as:

The output of FO-MIMO-ANN3 is given as:

Where symbols having their usual meanings.
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domain is given as using [19]:  

The performance index of fractional order nonlinear 
robust controller is given as:

 

Since there are four H∞ controllers for the 
pressurizer circuit, so there are four control design 
parameters ( y1 , y2 , y3 and y4 ).
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
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The output of FO-SISO-ANN2 is given as: 
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The output of FO-MIMO-ANN3 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
 
The output of FO-SISO-ANN1 is given as: 
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The output of FO-SISO-ANN2 is given as: 
 

)2()()(
1

1

1

]1[
,

]1[
,












 








=

= =

q

n n
nDnqnpknrnqkkR

q p
p

kPwfwftP 
 

The output of FO-MIMO-ANN3 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
 
The output of FO-SISO-ANN1 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
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The output of FO-SISO-ANN2 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 

2.4 Fractional Order Pressurizer Intelligent 
Modeling  
 

2.4.1 Selection of Input and Output Variables  

One pair of demanded power and turbine power is used 
as the first single input single output fractional-order 
neural network (FO-SISO-ANN1) while the second pair 
of demanded power and reactor power is used as the 
second single input single output fractional-order neural 
network (FO-SISO-ANN2). Third multi-input multi-
output fractional-order neural network (FO-MIMO-
ANN3) is comprised of reactor power and heater power 
as inputs while coolant average temperature, pressurizer 
pressure and pressurizer level as outputs.   

2.4.2 Choice of Modeling Algorithm 

In this research work, all three FO-SISO-ANN1, FO-
SISO-ANN2 and FO-MIMO-ANN3 are modeled using 
the model developed in [17] for the new and modified 
formulation of the proposed work.  
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The output of FO-SISO-ANN2 is given as: 
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The output of FO-MIMO-ANN3 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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Fig. 1. Proposed closed loop pressurizer pressure and level 
control system. 

Total heater power is the sum of proportional 
heaters power and backup heaters power. Proportional 
heaters work all the time in minor transients of spray 
flow while backup heaters work when 100% 
proportional heater are used in transients [1]. 
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The output of FO-SISO-ANN2 is given as: 
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The output of FO-MIMO-ANN3 is given as: 
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Where symbols having their usual meanings. 

2.5 Fractional Order Nonlinear Robust Controller  

2.5.1. Problem Formulation 

Since spray and heater are highly disturbing parameters. 
So, a robust H∞ framework is required for the pressurizer 
circuit. 

If t = kTs where Ts is the sample time and assuming       v 
= 1,2,3,…..,n, z = 1,2,3,…..,n such that zv, Az(.), yc(t), 
uv(t), dv(t) and wvz are positive constants, the nonlinear 
activation function of v-th neuron, controlled system 
output, control input of v-th neuron, unknown 
disturbance and memristive weights respectively, then 
controlled output of closed-loop control system in the 
continuous time domain is given as using [19]: 
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The performance index of fractional order nonlinear 
robust controller is given as: 
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Since there are four H∞ controllers for the pressurizer 
circuit, so there are four control design parameters ( 1 ,

2 , 3 and 4 ). 

2.5.2. Configuration of Sub-Controllers 

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller is 
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2.5.2 Configuration of Sub-Controllers

The charging flow controller is configured using 
pressurizer level dynamics. The spray controller 
is configured using pressurizer pressure dynamics. 
The proportional heaters power controller and 
backup heaters power controller are configured 
using pressurizer pressure and level dynamics using 
formulation developed in equations (4) and (5). 
All the four controllers work together in a parallel 
computing scheme using artificial intelligence. 

3.   RESULTS AND DISCUSSION

3.1 Development of Pressurizer and Control 
Flow Models in LabVIEW

All the modeling, analysis and simulation work 
is carried out in LabVIEW. The two-loop primary 
circuit process flow is shown in Figure 2. The PWR 
pressurizer pressure and level control flow diagram 
is shown in Figure 3.

3.2  Steady State and Transient Analysis of   
Closed Loop Simulation Model in LabVIEW

The dynamic closed loop of the pressurizer system 
is initialized at 100 % demanded power. In response 
to the initialization of the model and controllers 
at 100 % power, trends of various parameters of 
interest are simulated and tested at 100 % power 
condition of the plant as shown in Figure 5.

 
Now, the reactor power is reduced from                        

100 % power level to 75 % power level and trends 
of various parameters of interest are simulated for 
this power reduction transient condition and tested 
at 100% power condition as shown in Figure 6 and 
Figure 7.

The simulation shows that backup heaters are 
turned on in this simulation experiment as indicated 
by the red color. 

Now, another large power transient is tested 
in which the reactor power is reduced from 100 % 
power level to 15 % power level and the simulation 
shows that proportional heaters are turned on in this 
simulation experiment as indicated by the red color 
as shown in Figure 8.

Now, in order to assess the parametric dynamic 
behavior of various parameters, the power transient 
is simulated, tested and visualized in which the 
reactor power is reduced from 100 % power level 
to 90 % power level and various parameters are 
analyzed on different time intervals as shown in 
Figure 8 to Figure 14.

In Figure 12, pressure flow is shown but in 
this scenario, it is very small and near zero on the 
fractional scale. However, it is clear and visible in 
Figure 9 which shows the initiation of the spray 
flow transient.

Since heater power is the primary side 
parameter while turbine power is the secondary side 
parameter. So its impact is very slowly transmitted 
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The transient simulation model of the pressurizer is shown in 
Figure 4. 

Fig. 4. Transient simulation model of pressurizer. 
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Fig. 9. Trends of pressurizer parameters from 100 % to 
90 % power transient at 51st sample state.

Fig. 5. Trends of pressurizer steady-state parameters at 
100% steady state power
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simulated and tested at 100% power condition of the 
plant as shown in Figure 5. 
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  Fig. 8. Transient simulation model of pressurizer when 
reactor power level is reduced from 100% to steady 15%. 

Now, in order to assess the parametric dynamic behavior 
of various parameters, the power transient is simulated, tested 
and visualized in which the reactor power is reduced from 
100% power level to 90% power level and various parameters 
are analyzed on different time intervals as shown in Figure 8 
to Figure 14. 
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Fig. 9. Trends of pressurizer parameters from 100% to 90% 
power transient at 51st sample state. 

 
 

Fig. 10. Trends of pressurizer parameters from 100% to 90% 
power transient at 114thsample state.  

 

 
 

Fig. 11. Trends of pressurizer parameters from 100% to 90% 
power transient at 180thsample state 

 
Fig. 12. Trends of pressurizer parameters from 100% to 90% 
power transient at 280thsample state 

 

Fig. 13. Trends of pressurizer parameters from 100% to 90% 
power transient at 346thsample state. 
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Fig. 14. Trends of pressurizer parameters from 100% to 90% 
power transient at 395thsample state 

In Figure 12, pressure flow is shown but in this 
scenario, it is very small and near zero on the fractional 
scale. However, it is clear and visible in Figure 9 which 
shows the initiation of the spray flow transient. 
 

Since heater power is the primary side parameter 
while turbine power is the secondary side parameter. So 
its impact is very slowly transmitted to the secondary 
side with process and system delay. However, in Figure 
9, it is obvious that as heaters are turned OFF at the 25th 
sample, turbine power starts decreasing. Hence, this 
relationship is quite clear at the 25th sample of time. 
 

Since FO MIMO is the combination of the FO SISO 
algorithm. Since the FO MIMO is a multivariable 
algorithm while FO SISO is a single variable algorithm, 
so the results are different. 

This simulation experiment proves that dynamic 
transient analysis is excellent in tracking and parameters 
are settled after the transient is die out hence its 
performance is proved robust. 

4. CONCLUSION 

The nonlinear dynamics of the PWR pressurizer of     340 
MWe PWR have been predicted in a graphical 
programming environment in LabVIEW. The model 
parameters have been estimated in a nonlinear open-loop 
MIMO framework. A graphical user interface has been 
developed for variable transfer and parametric display in 
LabVIEW. Four controllers have been synthesized for 
charging flow control, spray flow control, proportional 

heaters power control and backup heaters power control. 
All the four controllers have been configured with a 
pressurizer nonlinear dynamic model in fractional order 
nonlinear robust stabilizing H∞ framework. Controllers 
have been optimized in LabVIEW. The closed-loop 
performance of the PWR pressurizer has been studied in 
steady state and transient conditions. The fast 
convergence of parameters in transient conditions 
stabilizing at 90% demanded and turbine power proves 
that the robust performance of the proposed scheme is 
achieved. The presented design scheme can be used for 
other PWR systems and controllers and ever for different 
generations of PWRs in future.     
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Abstract: Technology is a great blessing from God as it makes life easier. It has various facets of life and has a strong 
impact on living organisms. Modern technologies have a strong impact on our education system. In our study, we 
investigated the impact of modern technologies in our academic era. A questionnaire was designed and gathered data 
from both male and female students in the education department of NUML University. There are more than 90 % of 
students who are interested to use technology to excel in their careers in academia. Students are highly interested to 
solve complex problems by using search engines including Google and YouTube. Based on our research, there are 
more than 90 % of students agreed that information technology (IT) helped them to solve problems and improve 
their grades and skills. Similarly, more than 80 % of students are well aware of the ethical use of online tools and 
information by providing the proper references to the source to avoid academic misconduct.  
 
Keywords: Modern Technologies, Education, Learning Impact, Students Involvement, E-Learning, Tools and 
Techniques  

1. INTRODUCTION

Technologies play a vital role in education for 
instant learning. The modern era is surrounded by 
with full of technologies for education, research 
and entertainment. Various kinds of techniques 
and algorithms are designed to improve the skills 
for education in an individual. With the help 
of technology, knowledge is disseminated and 
communicated more quickly. Various tools are 
designed that engaged the students and help them 
to learn during the class as a class activity and 
practical demonstrations. Technology has a strong 
contribution towards education development and 
involvement for students at the university level [1].

The impact of modern technologies is assessed 
through quick feedback from the students, teachers, 
administrations and parents. The students are more 
attracted and fascinated towards the technologies 

like the visual representation of facts and 
practical demonstrations of knowledge through 
online sources [2]. Different kinds of techniques 
(brainstorming) and visuals are used to involve the 
students and make their participation possible in the 
class. The education technology program provided 
computer access for both students and teachers and 
this technology was considered an apple classroom 
for tomorrow (ACOT) and the objective of ACOT 
was to promote the education context and the 
practicality of the theoretical concepts [3].

In addition, by applying abstract ideas to real-
world situations, technology helps students to 
understand complex concepts. Through the use 
of online tools, self-learning and the competence 
level of the students are enhanced [4]. Technology 
also plays a significant role in teachers making 
their lectures and providing various sources to 
students for the same information to validate 
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their arguments. There are also some techniques 
and algorithms developed which create automatic 
groups of students based on their performance as 
low, average and high. These groups increase the 
students’ performance as knowledge and technical 
difficulties are communicated within the group 
and the low-performance students improve their 
learning with the help of these groups [5]. 

Collaborating learning is a significant technique 
in education as it also contributes to internal 
personal skills which is the prime requirement of 
the modern era. Collaborating learning improves 
the ability of critical thinking, and cognitive skills 
and provides help to solve complex problems 
analysis [6]. Group formation (which determines 
the high quality of group work) is the basic element 
to assess the quality of collaborative learning [7].

The purpose of this study is to 1) find the 
students’ perceptions of technology involved in 
academia, and 2) describe the current use of general 
technologies and assistive technology in academia 
including students (those with documented learning 
disabilities). The objective of the study is to 
understand the need and importance of technology 
involved in education learning. By the use of 
modern technologies, we can motivate, encourage 

and involve the students in learning and use these 
technologies for the betterment of their upcoming 
careers.

2.   METHODOLOGY

2.1  Research Design
 
In our research, we conducted a quantitative 
research design to evaluate the student’s interest 
towards modern technologies for self-learning 
and personal development. A questionnaire was 
designed that contained various questions as shown 
in Table 1 regarding the online tools, ethical use 
of information, basic tools for education and IT 
infrastructures of the university.  With the help 
of questionnaires, we collected the data from a 
selected population and analyzed the results based 
on these data as shown below in Figure 1.

2.2  Population

The study was conducted at the National University 
of Modern Languages (NUML), Islamabad and 
our targeted  population was the students of M.A 
Education in the final semester. We selected 62 
students from the final semester (both morning 
and evening). There were both male and female 
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teachers making their lectures and providing various 
sources to students for the same information to validate 
their arguments. There are also some techniques and 
algorithms developed which create automatic groups of 
students based on their performance as low, average and 
high. These groups increase the students’ performance as 
knowledge and technical difficulties are communicated 
within the group and the low-performance students 
improve their learning with the help of these groups [5].  

Collaborating learning is a significant technique in 
education as it also contributes to internal personal skills 
which is the prime requirement of the modern era. 
Collaborating learning improves the ability of critical 
thinking, and cognitive skills and provides help to solve 
complex problems analysis [6]. Group formation (which 
determines the high quality of group work) is the basic 
element to assess the quality of collaborative learning [7]. 

The purpose of this study is to 1) find the students’ 
perceptions of technology involved in academia, and 2) 
describe the current use of general technologies and 
assistive technology in academia including students (those 
with documented learning disabilities). The objective of 
the study is to understand the need and importance of 
technology involved in education learning. By the use of 
modern technologies, we can motivate, encourage and 
involve the students in learning and use these technologies 
for the betterment of their upcoming careers. 

3. METHODOLOGY  

3.1 Research Design 

 In our research, we conducted a quantitative research 
design to evaluate the student’s interest towards modern 
technologies for self-learning and personal development. 
A questionnaire was designed that contained various 
questions as shown in Table 1 regarding the online tools, 
ethical use of information, basic tools for education and 
IT infrastructures of the university.  With the help of 
questionnaires, we collected the data from a selected 
population and analyzed the results based on these data as 
shown below in Figure 1. 

 
Fig. 1. Research Framework 

3.2 Population 
 The study was conducted at the National University of 
Modern Languages (NUML), Islamabad and our targeted   

 population was the students of M.A Education in the final 
semester. We selected 62 students from the final semester 
(both morning and evening). There were both male and 
female students in our selected population with a specific 
proportion.  

3.3 Sampling Technique 

As our audience came from the same background and 
possessed similar kinds of technical skills and knowledge, 
the selection of any sample could contribute similarly. We 
used a simple random sampling technique to select the 
samples from the populations. As in random sampling, 
there remained an equal probability for all the samples 
being selected from the target population.  

3.4 Sample Size  

By using a random sampling technique, we selected 50 
participants (male and female) from the target population. 
We informed the selected participants about the purpose 
of the study and then data was collected from the final 
selected samples. 

Fig. 1. Research Framework
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students in our selected population with a specific 
proportion. 

2.3  Sampling Technique

As our audience came from the same background 
and possessed similar kinds of technical skills 
and knowledge, the selection of any sample could 
contribute similarly. We used a simple random 
sampling technique to select the samples from 
the populations. As in random sampling, there 
remained an equal probability for all the samples 
being selected from the target population. 

2.4  Sample Size 

By using a random sampling technique, we selected 
50 participants (male and female) from the target 
population. We informed the selected participants 
about the purpose of the study and then data was 
collected from the final selected samples.

2.5  Data Collection Instrument

We used questionnaires as tools for data collection 
purposes. We designed 15 questions apart from 
the participant’s personal information. The 15 
questions were based on various studies and tried 
to cover the very aspect of technologies impact on 
academia. As each question carried four options 
as either participant may strongly agree, agree, 
disagree or strongly disagree against each question 
as given in Table 1. 

The data were collected in a controlled 
environment as we did not use any online tool for 
data collection like Google Forms. The designed 
questionnaire was provided to the selected students 
after random sampling techniques and collected 
the data. As the questions were designed based 
on some previous research and some questions 
were designed by keeping the view of the current 
situation of covid-19 as shown in Table 1. The 
questions are categorized based on training needs, 
ethical use, online tools, basic introductory courses 
and IT facilitations provided by the university as 
shown in Figure 3 and replicated in Table 1.

During Covid-19, both students and faculty 
faced a lot of problems while tackling the online 
tools and applications. There were a lot of technical 

difficulties to handle the students and made their 
involvement in class during online teaching.

3. RESULTS AND DISCUSSION

EThe experiment was performed and we collected 
the data from the participants and analyzed it to 
check the specific impact of modern technology on 
education. There were more than 60 % of students 
strongly agreed and 30 % of students agreed that 
technology helped them to solve complex problems 
and secure good grades. There were also 46 % 
and 42 % of students strongly agreed and agreed 
respectively that the online available resources 
helped them to solve and manage their work 
efficiently. 42 % of participants strongly Agreed 
and 40 % of students agreed with the use of basic 
IT tools like MS office (word, PowerPoint, excel).

As the legal aspects were concerned there were 
60 % and 20 % of students strongly agreed and 
agreed that the ethical use and plagiarism issues 
of online resources to avoid academic misconduct. 
Participants were highly interested in basic 
computer training to excel in their academic careers. 
Based on our survey students were satisfied with the 
internet speed and fair IT infrastructure provided 
by the university. After performing the experiments 
and gathering data through questionnaires, it 
became the need to indulge the basic computer-
based technology in our education system. As most 
students strongly agreed that modern technologies 
helped them to analyze, understand and solve 
complex problems. There were only a few students 
who disagreed that there was no impact of modern 
technologies on education.

As most of the participants agreed that grades 
were improved by using modern technologies. 
Participants agreed that modern technologies 
helped them out with subject understanding and 
task completion. No participant strongly disagreed 
that modern tools or applications did not contribute 
to learning purpose as shown in Figure 2. 

As the survey was conducted and most of the 
participants agreed with fair internet speed at the 
university level. According to the survey, there were 
enough tools for educational learning in the targeted 
university i.e. NUML. There were a large number 
of students who strongly agreed that there must be 

 Technology Impact Analysis on Students in Academia  29



Question Statements Question Responses 
Technology helps me to get better results in my 
subjects. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

Technology helps me to understand the subject’s 
material more deeply. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

Technology provides help to complete my 
assignments more conveniently. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

Integrating the technologies in education increase 
the student’s involvement in class. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

There are many online tools to solve the complex 
problems more easily. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

I am very familiar with some e-learning tools and 
applications. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

I am familiar with basic education tools like MS 
Office (Word, PowerPoint, excel). 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

I am comfortable to search the relevant 
information from the internet. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

I encourage the use of technology to complete 
class tasks / activities. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

There is a need to integrate the basic computer 
course in education department. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

There must be some IT related training to learn the 
basic academic technologies. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

The university provides enough IT infrastructure in 
our education department. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

There is a fair internet speed provided by 
university for all students. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

I am aware with the copyright laws to use the 
resources from the internet. 
 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

There is need of reference to use the other work to 
avoid the academic misconduct. 

Strongly 
Agree 

Agree Disagree Strongly 
Disagree 

 

Table 1. Designed Questionnaires
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4. RESULTS AND DISCUSSION  

The experiment was performed and we collected the data 
from the participants and analyzed it to check the specific 
impact of modern technology on education. There were 
more than 60 % of students strongly agreed and 30 % of 
students agreed that technology helped them to solve 
complex problems and secure good grades. There were 
also 46 % and 42 % of students strongly agreed and 
agreed respectively that the online available resources 
helped them to solve and manage their work efficiently. 
42 % of participants strongly Agreed and 40 % of students 
agreed with the use of basic IT tools like MS office (word, 
PowerPoint, excel). 

As the legal aspects were concerned there were 60 % 
and 20 % of students strongly agreed and agreed that the 
ethical use and plagiarism issues of online resources to 
avoid academic misconduct. Participants were highly 
interested in basic computer training to excel in their 
academic careers. Based on our survey students were 
satisfied with the internet speed and fair IT infrastructure 
provided by the university. After performing the 
experiments and gathering data through questionnaires, it 
became the need to indulge the basic computer-based 
technology in our education system. As most students 
strongly agreed that modern technologies helped them to 
analyze, understand and solve complex problems. There 
were only a few students who disagreed that there was no 
impact of modern technologies on education. 

As most of the participants agreed that grades were 
improved by using modern technologies. Participants 
agreed that modern technologies helped them out with 
subject understanding and task completion. No 
participant strongly disagreed that modern tools or 
applications did not contribute to learning purpose as 
shown in (Figure 2).  
 

 
Fig. 2. Complex Problems and Technology Support 

As the survey was conducted and most of the 
participants agreed with fair internet speed at the 
university level. According to the survey, there were 
enough tools for educational learning in the targeted 
university i.e. NUML. There were a large number of 
students who strongly agreed that there must be some IT-
related training or integration of some IT course with the 
curriculum for career grooming as shown in Figure 3. 
There were very few participants showed resistance to the 
involvement of technology at the university level.   

Fig. 3.  Technology and Student Involvement 
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some IT-related training or integration of some IT 
course with the curriculum for career grooming as 
shown in Figure 3. There were very few participants 
showed resistance to the involvement of technology 
at the university level. 

Most of the students strongly agreed that 
modern technologies helped them to analyze, 
understand and solve complex problems. There 
were only a few students who disagreed that there 
was no impact of modern technologies in the 
academic era.

Based on our experiments, we explored the 
overall acceptance and rejection ratio of technology 
involved in the education department. As we used 
the accumulated results of (strongly agree + agree) 
and (Strongly Disagree + Disagree) as shown in                                                                                                         
Figure 4.  As there were more than 90 % of 
participants agreed that modern tools and 
technologies helped them to understand the subjects. 
Almost 90 % of participants strongly encouraged 
the technology to improve their academic results as 
shown in Figure 4.

By using the technology in education can 
increase the academic achievement both for 
students and educators. The technology based 
learning incorporated, analyzed and solved real-
world complex problems both for students and 
educators [8]. There were a lot of online resources 
which provided help to understand subjects. The 
technology-based learning incorporates, analyses 
and solves real-world complex problems both for 
students and educators. [9]. There were a lot of 
academic resources including internet sources, 
WebCT, and YouTube which provided help to 
understand situations, and complex concepts and 
apply abstract ideas to the real world at the bachelor 
level [10].

All kinds of Technologies are fully integrated to 
daily life from cell phones with fingerprint scanners 
to cars with integrated GPS navigation. Modern 
technologies internet, chat boat and other online 
platforms were widely used in communication 
and information sharing [11]. The rapid growth 
of information and communication technology 
(ICT) including laptops, mobile, computers, and 
television completely changed the education era 
[12]. Students benefited by using online and offline 

technologies to solve their academic problems. 
With the help of software applications, students 
can easily access their records from remote areas 
as well.

According to the modern school day, students 
preferred to use technology and knew the impact of 
these technologies in their life. Augmented reality 
(AR) contributed well to education and helped to 
increase critical thinking, decision making and 
personal development [13]. Augmented reality 
applications were used to teach various subjects in 
higher education systems with visual impacts and 
had a strong positive influence on education [14]. 
There was another research conducted about the 
global universities partnerships and interaction was 
made about the technology transitions paradigm 
in education. The research emphasized the 
associations between education, technologies and 
continuous improvement in education by involving 
the technologies in education [15].

Another research was conducted which 
identified the number of software which have visual 
effects that attracted the students to the classroom 
for their participation [16]. There were some 
animations which were mapped on the learning 
modules and pedagogical community response 
to the information challenges. The model was 
developed with the name of the author’s children’s 
animations, which helped the preschool-age 
students thinking ability and modern information 
society [17].  There was also existed an innovative 
conceptual framework approach called the Students 
Career Assistance System (SCAS) which described 
the state-of-the-art education system. The smart 
education system was based on content analysis 
and evolved rapidly through the range of various 
technology applications [18].

There was a study conducted which depicted 
that students who used mobile phones more 
frequently performed better as compared to those 
students who avoided using phones [19]. It also 
depicted that communication through mobile 
phone among students which were primarily not 
for the class content but also contribute to students 
teaching [20]. There was a study, which correlated 
the methodological value and the importance 
of modern technologies in edutainment. The 
objective of this study was the determination 
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of methodological technology edutainment. As 
information volume grew rapidly became obsolete 
as time progressed and it became difficult to acquire 
useful knowledge. Rapidly developing technologies 
facilitate new leisure activities,  and the time for 
obtaining information becomes smaller [21].    

Based on the above results we determined the 
importance of technology in academia for the current 
era. Most of the students showed their interest 
towards technology involvement in education to 
excel in their careers. The students were happy with 
the IT infrastructure provided university and highly 
interested in IT-relevant training or integrating the 
IT course with the curriculum. Most of the students 

knew the basic ethical use of online information 
and the consequence of misuse of information as 
education misconduct.

4.  CONCLUSION

Current technologies play a vital role in daily 
life and academic development. In our study, we 
investigated the impact of academic technologies on 
students’ development and learning. We conducted 
a survey at NUML University with students from 
the education department. A questionnaire was 
designed and collected the data from a population 
of 62 students. The collected data were analyzed to 
find the students’ concerns towards the technology 
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involved in academia. The results have shown 
that the students were highly interested in the 
technology involved in education to learn and 
grow their future careers. As more than 90 % of 
students either strongly agreed or agreed that online 
resources helped them to understand their subjects 
and improve their academic results. Similarly, more 
than 85 % of students agreed that current tools and 
technologies helped them to complete their home 
tasks and solve their complex problems with proper 
analysis. 

5.   RECOMMENDATIONS

Based on this research, it is recommended that there 
is a need for computer-related training for students 
having no technical skills and abilities in IT so 
that they can use the tools and technologies more 
appropriately. Further, based on students there must 
be an introductory course on computers in non-
computing departments including the education 
department. 
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Abstract: To solve the system of linear equations is one of the hottest topics in iterative methods. The system of linear 
equations occurs in business, engineering, social and in sensitive research areas like medicine,  therefore applying 
efficient matrix solvers to such systems is crucial. In this paper, an improved iterative scheme using successive 
overrelaxation has been constructed. The proposed iterative method converges well when a linear system’s matrix 
is M-matrix, Symmetric positive definite with some conditions, irreducibly diagonally dominant, strictly diagonally 
dominant, and H-matrix. Such type of linear system of equations does arise usually from ordinary differential equations 
and partial differential equations. The improved iterative scheme has decreased spectral radius, improved stability 
and reduced the number of iterations. To show the effectiveness of the improved scheme, it is compared with the 
refinement of generalized successive over-relaxation and generalized successive over-relaxation method with the help 
of numerical experiments using MATLAB software.
 
Keywords: GSOR, RGSOR, Diagonally Dominant, Irreducibly Diagonally Dominant, Rate of Convergence

1. INTRODUCTION

The world of mathematics is surrounded by 
many mathematical problems. The efforts to find 
the solution to the system of linear equations are 
one of the most popular and interesting problems 
in the math world. A lot of people, apart from 
mathematicians, like computer scientists, chemists, 
biologists, physicists, engineers, social scientists, 
industry experts, economists etc, struggle to solve 
the system of linear equations in their fields [1-
2]. The branch of mathematics which is devoted 
to developing a different algorithm for solving a 
system of linear equations is called Linear Algebra 
(LA) and the branch of LA that deals with the 
numerical solution of these linear systems, is called 
Numerical Linear Algebra (NLA). A linear equation 
system can be transformed into a matrix equation in 
the following form:

                     Ay=b                (1)

In equation 1, matrix A is an invertible square 
matrix whereas y and b are unknown and known 
column vectors respectively.

In NLA we search for the indirect or numerical 
solution of the linear system. The indirect methods 
are applied when the co-efficient matrices of matrix 
equations are large dimensional and sparse [3].

Improvements in the classical iterative 
techniques have been done earlier [11], however 
since the SOR outperforms all the other iterative 
techniques, an improvement in the SOR scheme 
will be highly effective. In this research work 
an iterative scheme namely “improved iterative 
scheme using successive overrelaxation (IIS)” is 
developed. This scheme is just an improved version 
of the generalized successive overrelaxation 
(RGSOR) refinement. Stability and Spectral Radius 
are used as comparative factors for checking the 
efficiency of the proposed algorithm. The IIS has 
decreased spectral radius, improved stability and 
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the number of iterations. The convergence of IIS 
has been proved. Different types of numerical 
experiments are considered to demonstrate the 
efficiency of the IIS method. 

2. MATERIALS AND METHODS 

First, we decompose the matrix 𝑨𝑨 = 𝑻𝑻𝒎𝒎 − 𝑳𝑳𝒎𝒎 −
𝑼𝑼𝒎𝒎. Let 𝑨𝑨 = (𝜶𝜶𝒊𝒊𝒊𝒊) be a nonsingular square 
matrix and 𝑻𝑻𝒎𝒎 = 𝒕𝒕𝒊𝒊𝒊𝒊 with bandwidth 2m+1 is be 
a banded matrix, defined as

𝒕𝒕𝒊𝒊𝒊𝒊 = {𝜶𝜶𝒊𝒊𝒊𝒊, |𝒊𝒊 − 𝒊𝒊| ≤ 𝒎𝒎
𝟎𝟎     𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨 (1.1) 

Where 𝑳𝑳𝒎𝒎 and 𝑼𝑼𝒎𝒎 are strictly lower part and 
strictly upper part, these matrices are defined as 
under 

𝑻𝑻𝒎𝒎 =

[
 
 
 
 𝜶𝜶𝟏𝟏,𝟏𝟏 ⋯ 𝜶𝜶𝟏𝟏,𝒎𝒎+𝟏𝟏

⋮ ⋱ ⋱ 𝜶𝜶𝒏𝒏−𝒎𝒎,𝒏𝒏
𝜶𝜶𝒎𝒎+𝟏𝟏,𝟏𝟏 ⋱ ⋱ ⋮

𝜶𝜶𝒏𝒏,𝒏𝒏−𝒎𝒎 ⋯ 𝜶𝜶𝒏𝒏,𝒏𝒏 ]
 
 
 
 
 

𝑳𝑳𝒎𝒎 =
[
 
 
 −𝜶𝜶𝒎𝒎+𝟐𝟐,𝟏𝟏

⋮ ⋱
−𝜶𝜶𝒏𝒏,𝟏𝟏 … −𝜶𝜶𝒏𝒏−𝒎𝒎−𝟏𝟏,𝒏𝒏 ]

 
 
 
 

𝑼𝑼𝒎𝒎 =
[
 
 
 −𝜶𝜶𝟏𝟏.𝒎𝒎+𝟐𝟐 ⋯ −𝜶𝜶𝟏𝟏,𝒏𝒏

⋱ ⋮
−𝜶𝜶𝒏𝒏−𝒎𝒎−𝟏𝟏,𝒏𝒏

]
 
 
 
 

Definition 1: [4-5] A square matrix 𝑨𝑨 =  (𝜶𝜶𝒊𝒊𝒊𝒊) is 
known as diagonally dominant (DD) if 

|𝛂𝛂𝐨𝐨𝐨𝐨| ≥ ∑ |𝛂𝛂𝐨𝐨𝐢𝐢|𝐧𝐧
𝐢𝐢=𝟏𝟏
𝐢𝐢≠𝟏𝟏

 (1.2) 

Definition 2: [4-5] A square matrix 𝑨𝑨 =  (𝜶𝜶𝒊𝒊𝒊𝒊) is 
known as strictly diagonally dominant (SDD) if 

|𝛂𝛂𝐨𝐨𝐨𝐨| > ∑ |𝛂𝛂𝐨𝐨𝐢𝐢|𝐧𝐧
𝐢𝐢=𝟏𝟏
𝐢𝐢≠𝟏𝟏

 (1.3) 

Definition 3: [4-5] With satisfying the following 
four axioms a matrix 𝑨𝑨 is called an 𝑴𝑴-matrix. 

i. 𝜶𝜶𝒊𝒊𝒊𝒊 > 𝟎𝟎 for 𝒊𝒊 = 𝟏𝟏, 𝟐𝟐, 𝟑𝟑,… , 𝒏𝒏 

ii. 𝜶𝜶𝒊𝒊𝒊𝒊 ≤ 𝟎𝟎 for 𝒊𝒊 = 𝟏𝟏, 𝟐𝟐, 𝟑𝟑,… , 𝒏𝒏 

iii. 𝑨𝑨 must be a nonsingular 

iv. 𝑨𝑨−𝟏𝟏 > 𝟎𝟎 

Definition 4: [4-5] If a square matrix 𝑨𝑨 satisfies 
the following conditions then it is called 
symmetric positive definite. 

i. 𝑨𝑨𝒕𝒕 = 𝑨𝑨 

ii. 𝒚𝒚𝒕𝒕𝑨𝑨𝒚𝒚 > 𝟎𝟎 

Definition.5: [4-5] Let 𝑨𝑨 a square matrix and λ be 
its Eigen value then the equation 𝝆𝝆(𝑨𝑨) = 𝐦𝐦𝐦𝐦𝐦𝐦|𝛌𝛌| 
is called spectral radius 𝑨𝑨. 

3. GENERALIZED SOR METHOD 

The generalized SOR method for solving the 
system of linear equations is presented by 
Manideep Saha and Jahnvi Chakrabarty [6]. 
Using this method eq. (1) can be written as: 

𝑦𝑦(𝑘𝑘+1) = (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝜔𝜔𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 +
𝜔𝜔𝑈𝑈𝑚𝑚)𝑦𝑦(𝑘𝑘) + (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐸𝐸𝑚𝑚)−1𝜔𝜔𝜔𝜔                      (2) 

4. REFINEMENT OF GENERALIZED 
SOR METHOD 

Hailu Muleta and Genanew Gofe proposed a 
refinement of the GSOR method [1]. Multiplying 
eq. (1) with 𝝎𝝎 then substituting 𝑨𝑨 with its splitting 

𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝑳𝑳𝒎𝒎 − 𝑼𝑼𝒎𝒎) = 𝝎𝝎𝒚𝒚𝝎𝝎                 (2.1) 

After simplification: 

𝒚𝒚 = 𝒚𝒚 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝝎𝝎 − 𝑨𝑨𝒚𝒚)𝝎𝝎    (2.2) 

That is: 

�̃�𝒚(𝒌𝒌+𝟏𝟏)=𝒚𝒚(𝒌𝒌+𝟏𝟏) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝝎𝝎 −
𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))𝝎𝝎          (3) 

Putting the values of 𝐲𝐲(𝐤𝐤+𝟏𝟏) from Eq. (2) in Eq. 
(3) and after solving the refinement of the GSOR 
Scheme will be: 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]𝟐𝟐𝒚𝒚(𝒌𝒌) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏[𝑰𝑰 + (𝑻𝑻𝒎𝒎 −
𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎]𝝎𝝎𝝎𝝎 (4) 
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5. PROPOSED METHOD 

Here we are presenting a second refinement of the 
GSOR Method. by using the equation �̃�𝒚(𝒌𝒌+𝟏𝟏) =
 𝒚𝒚(𝒌𝒌+𝟏𝟏) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃 − 𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))𝝎𝝎 and 
Substituting value of  𝒚𝒚(𝒌𝒌+𝟏𝟏) form eq. (4) we get  

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎)]𝟐𝟐𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃    
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃𝝎𝝎
− (𝝎𝝎𝑨𝑨(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏)[(𝑻𝑻𝒎𝒎
− 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎)]𝟐𝟐𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎](𝑻𝑻𝒎𝒎
− 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃       (𝟓𝟓)  

After rearranging and simplifying eq. (5) we get  

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑭𝑭𝒎𝒎)]𝟑𝟑𝒚𝒚(𝒌𝒌) + [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑭𝑭𝒎𝒎) + ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑭𝑭𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏 𝝎𝝎𝒃𝒃 (6) 

Equation (6) is the equation of IIS. For 𝒎𝒎 = 𝟎𝟎 IIS 
becomes SRSOR. 

6. CONVERGENCE THEORY 

Theorem 1: Let 𝑨𝑨 be an SDD matrix then for any 
vector 𝒚𝒚(𝟎𝟎), the RGSOR converges. 

Proof: (see [1]) 

Theorem 2: Let 𝑨𝑨 be a square matrix of 
dimension 𝒏𝒏 × 𝒏𝒏, where 𝒎𝒎 ≤ 𝒏𝒏 and 𝒎𝒎 belongs 
to a set of natural numbers then the RGSOR 
converges for any vector 𝐲𝐲(𝟎𝟎). 
                                                                                
Proof: (see [1])  

Theorem 3: A is an SPD matrix and if 𝛚𝛚 < 𝟐𝟐 then 
SOR converges for any vector 𝐲𝐲(𝟎𝟎). 

                                                                                       
Proof: (see [6]) 

Theorem 4: Let 𝑨𝑨 be a square matrix of 
dimension 𝒏𝒏 × 𝒏𝒏, where 𝒎𝒎 ≤ 𝒏𝒏 and 𝒎𝒎 belongs 
to a set of natural numbers then the IIS converges 
for any vector 𝐲𝐲(𝟎𝟎).                                                                                    

Proof: Suppose 𝒀𝒀 be the exact solution of 
equation 1. Let us assume that 𝑨𝑨 be the SDD so 
SOR, GSOR and RGSOR will converge, i.e. 

𝒚𝒚(𝒌𝒌+𝟏𝟏) → 𝒚𝒚 

When: 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟐𝟐𝒚𝒚(𝒌𝒌) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏[𝑰𝑰 + (𝑻𝑻𝒎𝒎 −

𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)]𝝎𝝎𝒃𝒃 
 (6.1) 

Also, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝒚𝒚(𝒌𝒌+𝟏𝟏) + (𝑻𝑻𝒎𝒎– 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎 −
𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏)) 

�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 + (𝑻𝑻𝒎𝒎 −
𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎 − 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏)) (6.2) 

Taking norm on both sides: 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎
− 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

≤ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖
+ ‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎
− 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

∴ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖
+ 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖‖(𝒃𝒃
− 𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝒀𝒀 −‖
+ 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖‖(𝒃𝒃
− 𝒃𝒃)‖ 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ 𝟎𝟎 + 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖𝟎𝟎 = 𝟎𝟎 

Consequently ‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ → 𝟎𝟎 
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5. PROPOSED METHOD 

Here we are presenting a second refinement of the 
GSOR Method. by using the equation �̃�𝒚(𝒌𝒌+𝟏𝟏) =
 𝒚𝒚(𝒌𝒌+𝟏𝟏) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃 − 𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))𝝎𝝎 and 
Substituting value of  𝒚𝒚(𝒌𝒌+𝟏𝟏) form eq. (4) we get  

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎)]𝟐𝟐𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃    
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃𝝎𝝎
− (𝝎𝝎𝑨𝑨(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏)[(𝑻𝑻𝒎𝒎
− 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎)]𝟐𝟐𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑭𝑭𝒎𝒎](𝑻𝑻𝒎𝒎
− 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏𝒃𝒃       (𝟓𝟓)  

After rearranging and simplifying eq. (5) we get  

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑭𝑭𝒎𝒎)]𝟑𝟑𝒚𝒚(𝒌𝒌) + [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑭𝑭𝒎𝒎) + ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑭𝑭𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝝎𝝎𝒎𝒎)−𝟏𝟏 𝝎𝝎𝒃𝒃 (6) 

Equation (6) is the equation of IIS. For 𝒎𝒎 = 𝟎𝟎 IIS 
becomes SRSOR. 

6. CONVERGENCE THEORY 

Theorem 1: Let 𝑨𝑨 be an SDD matrix then for any 
vector 𝒚𝒚(𝟎𝟎), the RGSOR converges. 

Proof: (see [1]) 

Theorem 2: Let 𝑨𝑨 be a square matrix of 
dimension 𝒏𝒏 × 𝒏𝒏, where 𝒎𝒎 ≤ 𝒏𝒏 and 𝒎𝒎 belongs 
to a set of natural numbers then the RGSOR 
converges for any vector 𝐲𝐲(𝟎𝟎). 
                                                                                
Proof: (see [1])  

Theorem 3: A is an SPD matrix and if 𝛚𝛚 < 𝟐𝟐 then 
SOR converges for any vector 𝐲𝐲(𝟎𝟎). 

                                                                                       
Proof: (see [6]) 

Theorem 4: Let 𝑨𝑨 be a square matrix of 
dimension 𝒏𝒏 × 𝒏𝒏, where 𝒎𝒎 ≤ 𝒏𝒏 and 𝒎𝒎 belongs 
to a set of natural numbers then the IIS converges 
for any vector 𝐲𝐲(𝟎𝟎).                                                                                    

Proof: Suppose 𝒀𝒀 be the exact solution of 
equation 1. Let us assume that 𝑨𝑨 be the SDD so 
SOR, GSOR and RGSOR will converge, i.e. 

𝒚𝒚(𝒌𝒌+𝟏𝟏) → 𝒚𝒚 

When: 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟐𝟐𝒚𝒚(𝒌𝒌) + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏[𝑰𝑰 + (𝑻𝑻𝒎𝒎 −

𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)]𝝎𝝎𝒃𝒃 
 (6.1) 

Also, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝒚𝒚(𝒌𝒌+𝟏𝟏) + (𝑻𝑻𝒎𝒎– 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎 −
𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏)) 

�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 + (𝑻𝑻𝒎𝒎 −
𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎 − 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏)) (6.2) 

Taking norm on both sides: 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎
− 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

≤ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖
+ ‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏(𝒃𝒃𝝎𝝎
− 𝝎𝝎𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

∴ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖
+ 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖‖(𝒃𝒃
− 𝑨𝑨𝒚𝒚(𝒌𝒌+𝟏𝟏))‖ 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝒀𝒀 −‖
+ 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖‖(𝒃𝒃
− 𝒃𝒃)‖ 

‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ 𝟎𝟎 + 𝝎𝝎‖(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏‖𝟎𝟎 = 𝟎𝟎 

Consequently ‖�̃�𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ → 𝟎𝟎 

 Improved SOR for Linear Systems of Equations 37



Ahmed et al 

Then: 

𝒚𝒚(𝒌𝒌+𝟏𝟏) → 𝒀𝒀 

⇒ 𝝆𝝆([(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑) = (𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)))
𝟑𝟑

< 𝟏𝟏  (6.3) 

Hence IIS is convergent. 

Theorem 5: If be an 𝑴𝑴-matrix of order 𝒏𝒏 × 𝒏𝒏 and 
m≤ 𝐧𝐧 where 𝒎𝒎 belongs to a set of natural 
numbers then the IIS converges for any initial 
vector 𝐲𝐲(𝟎𝟎).  

Proof:  
We have an 𝑴𝑴-matrix 𝑨𝑨; we try to produce that 
IIS is convergent. using the convergent theorem 
of GSOR, we have: 

𝝆𝝆 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝑼𝑼𝒎𝒎)) < 𝟏𝟏
 (6.4) 

We realize that, 

𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈 = [𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆)]𝟑𝟑Where 𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) and 𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈 
are spectral radii of GSOR and IIS respectively. 
As 𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) < 𝟏𝟏, so 𝛒𝛒(𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈) < 𝝆𝝆(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) < 𝟏𝟏 

Theorem 6: The IIS method converges for any 
SPD matrix 𝑨𝑨. 

Proof: 
Using theorem 3, We have 𝝆𝝆((𝑻𝑻𝒎𝒎 −
𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏[(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +  𝝎𝝎𝑳𝑳𝒎𝒎]) < 𝟏𝟏. 

Let X be the actual solution of eq. 1. Now by using 
eq. 2 we can write equation 1 as 

𝒀𝒀 = [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏𝒃𝒃𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 (7) 

Using IIS  

�̃�𝑦(𝑘𝑘+1) = [(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −  𝜔𝜔)𝑇𝑇𝑚𝑚 +
 𝜔𝜔𝑈𝑈𝑚𝑚)]3𝑦𝑦(𝑘𝑘) + [𝐼𝐼 + (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −

𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚) + ((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −

 𝜔𝜔)𝑇𝑇𝑚𝑚 +  𝜔𝜔𝑈𝑈𝑚𝑚))
2

] (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1 𝜔𝜔𝜔𝜔 

 (8) 

Now using eq.(8) and the exact solution 𝒀𝒀, we 
have: 

𝒀𝒀 = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎

+  𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 

−  𝝎𝝎)𝑻𝑻𝒎𝒎 +  𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝒃𝒃 

⇒ 𝒀𝒀 = (𝟏𝟏 − [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑)
−𝟏𝟏

[𝟏𝟏
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏( (𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝒃𝒃 

𝒀𝒀 = [𝟏𝟏 + [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑

+ [(𝟏𝟏 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟔𝟔 +] [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝒃𝒃 

Since (𝟏𝟏 − 𝑴𝑴)−𝟏𝟏=1+M+𝑴𝑴𝟐𝟐+…  

If 𝝆𝝆(𝑴𝑴) < 𝟏𝟏 and 1-M is singular. 

Ahmed et al 

Then: 

𝒚𝒚(𝒌𝒌+𝟏𝟏) → 𝒀𝒀 

⇒ 𝝆𝝆([(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑) = (𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −

𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)))
𝟑𝟑

< 𝟏𝟏  (6.3) 

Hence IIS is convergent. 

Theorem 5: If be an 𝑴𝑴-matrix of order 𝒏𝒏 × 𝒏𝒏 and 
m≤ 𝐧𝐧 where 𝒎𝒎 belongs to a set of natural 
numbers then the IIS converges for any initial 
vector 𝐲𝐲(𝟎𝟎).  

Proof:  
We have an 𝑴𝑴-matrix 𝑨𝑨; we try to produce that 
IIS is convergent. using the convergent theorem 
of GSOR, we have: 

𝝆𝝆 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝑼𝑼𝒎𝒎)) < 𝟏𝟏
 (6.4) 

We realize that, 

𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈 = [𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆)]𝟑𝟑Where 𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) and 𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈 
are spectral radii of GSOR and IIS respectively. 
As 𝛒𝛒(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) < 𝟏𝟏, so 𝛒𝛒(𝐆𝐆𝐈𝐈𝐈𝐈𝐈𝐈) < 𝝆𝝆(𝐆𝐆𝐆𝐆𝐈𝐈𝐆𝐆𝐆𝐆) < 𝟏𝟏 

Theorem 6: The IIS method converges for any 
SPD matrix 𝑨𝑨. 

Proof: 
Using theorem 3, We have 𝝆𝝆((𝑻𝑻𝒎𝒎 −
𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏[(𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +  𝝎𝝎𝑳𝑳𝒎𝒎]) < 𝟏𝟏. 

Let X be the actual solution of eq. 1. Now by using 
eq. 2 we can write equation 1 as 

𝒀𝒀 = [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏𝒃𝒃𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 (7) 

Using IIS  

�̃�𝑦(𝑘𝑘+1) = [(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −  𝜔𝜔)𝑇𝑇𝑚𝑚 +
 𝜔𝜔𝑈𝑈𝑚𝑚)]3𝑦𝑦(𝑘𝑘) + [𝐼𝐼 + (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −

𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚) + ((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 −

 𝜔𝜔)𝑇𝑇𝑚𝑚 +  𝜔𝜔𝑈𝑈𝑚𝑚))
2

] (𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1 𝜔𝜔𝜔𝜔 

 (8) 

Now using eq.(8) and the exact solution 𝒀𝒀, we 
have: 

𝒀𝒀 = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎

+  𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 

−  𝝎𝝎)𝑻𝑻𝒎𝒎 +  𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝒃𝒃 

⇒ 𝒀𝒀 = (𝟏𝟏 − [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑)
−𝟏𝟏

[𝟏𝟏
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏( (𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝒃𝒃 

𝒀𝒀 = [𝟏𝟏 + [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑

+ [(𝟏𝟏 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟔𝟔 +] [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝒃𝒃 

Since (𝟏𝟏 − 𝑴𝑴)−𝟏𝟏=1+M+𝑴𝑴𝟐𝟐+…  

If 𝝆𝝆(𝑴𝑴) < 𝟏𝟏 and 1-M is singular. 

38 Ahmed et al
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𝒀𝒀 = [𝟏𝟏 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ] (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 

𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 (8.1) 

As  (𝟏𝟏 − 𝑴𝑴)−𝟏𝟏 = 𝟏𝟏 + 𝑴𝑴 + 𝑴𝑴𝟐𝟐 + ⋯ 

∴ 𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎  is consistent to 
GSOR. 

Now examine the convergence of IIS for the 
SPD matrix. 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟔𝟔𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝛚𝛚𝛚𝛚 

Improved SOR for Linear Systems of Equations 

 5  
 

𝒀𝒀 = [𝟏𝟏 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ] (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 

𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 (8.1) 

As  (𝟏𝟏 − 𝑴𝑴)−𝟏𝟏 = 𝟏𝟏 + 𝑴𝑴 + 𝑴𝑴𝟐𝟐 + ⋯ 

∴ 𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎  is consistent to 
GSOR. 

Now examine the convergence of IIS for the 
SPD matrix. 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟔𝟔𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝛚𝛚𝛚𝛚 

Improved SOR for Linear Systems of Equations 

 5  
 

𝒀𝒀 = [𝟏𝟏 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ] (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 

𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 (8.1) 

As  (𝟏𝟏 − 𝑴𝑴)−𝟏𝟏 = 𝟏𝟏 + 𝑴𝑴 + 𝑴𝑴𝟐𝟐 + ⋯ 

∴ 𝒀𝒀 = [𝟏𝟏 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)]−𝟏𝟏(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑼𝑼𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎  is consistent to 
GSOR. 

Now examine the convergence of IIS for the 
SPD matrix. 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒚𝒚(𝒌𝒌)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟔𝟔𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝛚𝛚𝛚𝛚 

Ahmed et al 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟗𝟗𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟔𝟔

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟕𝟕

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟖𝟖

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒌𝒌+𝟑𝟑𝒚𝒚(𝟎𝟎)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ⋯ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑𝒌𝒌+𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

     (8.2) 

If 𝑨𝑨 is SPD then: 

𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)) < 𝟏𝟏 

∴ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 = 𝟎𝟎 

⇒ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏
− 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 ∑ [(𝑻𝑻𝒎𝒎
∞

𝒌𝒌=𝟎𝟎
− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝒌𝒌 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

= 𝟎𝟎 + [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑳𝑳𝒎𝒎)]−𝟏𝟏𝝎𝝎𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏

→ 𝒀𝒀 

⇒ 𝜌𝜌[((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))3] =
(𝜌𝜌(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))

3
< 1

 (8.3) 

Theorem 7: If the SOR method converges then 
the IIS will converge more rapidly than GSOR 
and RGSOR. 

Proof: The GSOR, RGSOR and IIS can be 
written respectively as, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰     (8.4) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟐𝟐𝒚𝒚(𝒌𝒌) + 𝑱𝑱 (8.5) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟑𝟑𝒙𝒙(𝒌𝒌) + 𝑲𝑲 (8.6) 

Where 𝑺𝑺 = (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏[(𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎) 

𝑰𝑰 = 𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏b 

𝑱𝑱 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏𝝎𝝎, 

𝐊𝐊 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎))𝟐𝟐](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝒍𝒍𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 
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Ahmed et al 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟗𝟗𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟔𝟔

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟕𝟕

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟖𝟖

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒌𝒌+𝟑𝟑𝒚𝒚(𝟎𝟎)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ⋯ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑𝒌𝒌+𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

     (8.2) 

If 𝑨𝑨 is SPD then: 

𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)) < 𝟏𝟏 

∴ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 = 𝟎𝟎 

⇒ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏
− 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 ∑ [(𝑻𝑻𝒎𝒎
∞

𝒌𝒌=𝟎𝟎
− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝒌𝒌 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

= 𝟎𝟎 + [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑳𝑳𝒎𝒎)]−𝟏𝟏𝝎𝝎𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏

→ 𝒀𝒀 

⇒ 𝜌𝜌[((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))3] =
(𝜌𝜌(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))

3
< 1

 (8.3) 

Theorem 7: If the SOR method converges then 
the IIS will converge more rapidly than GSOR 
and RGSOR. 

Proof: The GSOR, RGSOR and IIS can be 
written respectively as, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰     (8.4) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟐𝟐𝒚𝒚(𝒌𝒌) + 𝑱𝑱 (8.5) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟑𝟑𝒙𝒙(𝒌𝒌) + 𝑲𝑲 (8.6) 

Where 𝑺𝑺 = (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏[(𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎) 

𝑰𝑰 = 𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏b 

𝑱𝑱 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏𝝎𝝎, 

𝐊𝐊 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎))𝟐𝟐](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝒍𝒍𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 

Ahmed et al 

�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟗𝟗𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟔𝟔

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟕𝟕

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟖𝟖

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒌𝒌+𝟑𝟑𝒚𝒚(𝟎𝟎)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ⋯ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑𝒌𝒌+𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

     (8.2) 

If 𝑨𝑨 is SPD then: 

𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)) < 𝟏𝟏 

∴ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 = 𝟎𝟎 

⇒ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏
− 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 ∑ [(𝑻𝑻𝒎𝒎
∞

𝒌𝒌=𝟎𝟎
− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝒌𝒌 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

= 𝟎𝟎 + [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑳𝑳𝒎𝒎)]−𝟏𝟏𝝎𝝎𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏

→ 𝒀𝒀 

⇒ 𝜌𝜌[((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))3] =
(𝜌𝜌(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))

3
< 1

 (8.3) 

Theorem 7: If the SOR method converges then 
the IIS will converge more rapidly than GSOR 
and RGSOR. 

Proof: The GSOR, RGSOR and IIS can be 
written respectively as, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰     (8.4) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟐𝟐𝒚𝒚(𝒌𝒌) + 𝑱𝑱 (8.5) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟑𝟑𝒙𝒙(𝒌𝒌) + 𝑲𝑲 (8.6) 

Where 𝑺𝑺 = (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏[(𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎) 

𝑰𝑰 = 𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏b 

𝑱𝑱 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏𝝎𝝎, 

𝐊𝐊 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎))𝟐𝟐](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝒍𝒍𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 
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Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 

let 𝒌𝒌 = 𝟎𝟎, 𝟏𝟏, 𝟐𝟐,… are nonnegative integer. 

Let’s consider the GSOR method  

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 + 𝑺𝑺𝒀𝒀 − 𝑺𝑺𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝑺𝑺𝒀𝒀 + 𝑰𝑰 − 𝒀𝒀 

⇒ 𝒚𝒚 − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝒀𝒀 − 𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝑺𝑺(𝒚𝒚(𝒌𝒌)– 𝒀𝒀)‖
≤ ‖𝑺𝑺‖‖(𝒚𝒚(𝒌𝒌)–𝒀𝒀)‖
≤ ‖𝑺𝑺𝟐𝟐‖‖(𝒚𝒚(𝒌𝒌−𝟏𝟏)–𝒀𝒀)‖ ≤ ⋯
≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝒌𝒌‖𝒚𝒚(𝟏𝟏) − 𝒀𝒀‖  (a) 

Similarly, consider the refinement of GSOR and 
IIS. 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟐𝟐𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]
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Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 

let 𝒌𝒌 = 𝟎𝟎, 𝟏𝟏, 𝟐𝟐,… are nonnegative integer. 

Let’s consider the GSOR method  

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 + 𝑺𝑺𝒀𝒀 − 𝑺𝑺𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝑺𝑺𝒀𝒀 + 𝑰𝑰 − 𝒀𝒀 

⇒ 𝒚𝒚 − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝒀𝒀 − 𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝑺𝑺(𝒚𝒚(𝒌𝒌)– 𝒀𝒀)‖
≤ ‖𝑺𝑺‖‖(𝒚𝒚(𝒌𝒌)–𝒀𝒀)‖
≤ ‖𝑺𝑺𝟐𝟐‖‖(𝒚𝒚(𝒌𝒌−𝟏𝟏)–𝒀𝒀)‖ ≤ ⋯
≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝒌𝒌‖𝒚𝒚(𝟏𝟏) − 𝒀𝒀‖  (a) 

Similarly, consider the refinement of GSOR and 
IIS. 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟐𝟐𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]
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�̃�𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟗𝟗𝒚𝒚(𝒌𝒌−𝟏𝟏)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟒𝟒

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟓𝟓

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟔𝟔

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟕𝟕

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟖𝟖

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = [(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎) −𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)] 𝟑𝟑𝒌𝒌+𝟑𝟑𝒚𝒚(𝟎𝟎)

+ [𝑰𝑰
+ (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟐𝟐

+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑

+ ⋯ ⋯ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏

− 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎))
𝟑𝟑𝒌𝒌+𝟐𝟐

] (𝑻𝑻𝒎𝒎

− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

     (8.2) 

If 𝑨𝑨 is SPD then: 

𝝆𝝆 ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)) < 𝟏𝟏 

∴ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 = 𝟎𝟎 

⇒ 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝐥𝐥𝐥𝐥𝐥𝐥
𝒌𝒌→∞

[(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏
− 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝟑𝟑𝒌𝒌+𝟑𝟑 ∑ [(𝑻𝑻𝒎𝒎
∞

𝒌𝒌=𝟎𝟎
− 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎

+ 𝝎𝝎𝑼𝑼𝒎𝒎)]𝒌𝒌 (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏 𝝎𝝎𝝎𝝎 

= 𝟎𝟎 + [𝑰𝑰 − (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑳𝑳𝒎𝒎)]−𝟏𝟏𝝎𝝎𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏

→ 𝒀𝒀 

⇒ 𝜌𝜌[((𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))3] =
(𝜌𝜌(𝑇𝑇𝑚𝑚 − 𝜔𝜔𝐿𝐿𝑚𝑚)−1((1 − 𝜔𝜔)𝑇𝑇𝑚𝑚 + 𝜔𝜔𝑈𝑈𝑚𝑚))

3
< 1

 (8.3) 

Theorem 7: If the SOR method converges then 
the IIS will converge more rapidly than GSOR 
and RGSOR. 

Proof: The GSOR, RGSOR and IIS can be 
written respectively as, 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰     (8.4) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟐𝟐𝒚𝒚(𝒌𝒌) + 𝑱𝑱 (8.5) 

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝟑𝟑𝒙𝒙(𝒌𝒌) + 𝑲𝑲 (8.6) 

Where 𝑺𝑺 = (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏[(𝟏𝟏 −  𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎) 

𝑰𝑰 = 𝝎𝝎(𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎 )−𝟏𝟏b 

𝑱𝑱 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 +
𝝎𝝎𝑼𝑼𝒎𝒎)](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏𝝎𝝎, 

𝐊𝐊 = [𝑰𝑰 + (𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎 + 𝝎𝝎𝑼𝑼𝒎𝒎)
+ ((𝑻𝑻𝒎𝒎 − 𝝎𝝎𝑳𝑳𝒎𝒎)−𝟏𝟏((𝟏𝟏 − 𝝎𝝎)𝑻𝑻𝒎𝒎
+ 𝝎𝝎𝑼𝑼𝒎𝒎))𝟐𝟐](𝑻𝑻𝒎𝒎 − 𝝎𝝎𝒍𝒍𝒎𝒎)−𝟏𝟏𝝎𝝎𝝎𝝎 
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Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 

let 𝒌𝒌 = 𝟎𝟎, 𝟏𝟏, 𝟐𝟐,… are nonnegative integer. 

Let’s consider the GSOR method  

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 + 𝑺𝑺𝒀𝒀 − 𝑺𝑺𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝑺𝑺𝒀𝒀 + 𝑰𝑰 − 𝒀𝒀 

⇒ 𝒚𝒚 − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝒀𝒀 − 𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝑺𝑺(𝒚𝒚(𝒌𝒌)– 𝒀𝒀)‖
≤ ‖𝑺𝑺‖‖(𝒚𝒚(𝒌𝒌)–𝒀𝒀)‖
≤ ‖𝑺𝑺𝟐𝟐‖‖(𝒚𝒚(𝒌𝒌−𝟏𝟏)–𝒀𝒀)‖ ≤ ⋯
≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝒌𝒌‖𝒚𝒚(𝟏𝟏) − 𝒀𝒀‖  (a) 

Similarly, consider the refinement of GSOR and 
IIS. 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟐𝟐𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]
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Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 

let 𝒌𝒌 = 𝟎𝟎, 𝟏𝟏, 𝟐𝟐,… are nonnegative integer. 

Let’s consider the GSOR method  

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 + 𝑺𝑺𝒀𝒀 − 𝑺𝑺𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝑺𝑺𝒀𝒀 + 𝑰𝑰 − 𝒀𝒀 

⇒ 𝒚𝒚 − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝒀𝒀 − 𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝑺𝑺(𝒚𝒚(𝒌𝒌)– 𝒀𝒀)‖
≤ ‖𝑺𝑺‖‖(𝒚𝒚(𝒌𝒌)–𝒀𝒀)‖
≤ ‖𝑺𝑺𝟐𝟐‖‖(𝒚𝒚(𝒌𝒌−𝟏𝟏)–𝒀𝒀)‖ ≤ ⋯
≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝒌𝒌‖𝒚𝒚(𝟏𝟏) − 𝒀𝒀‖  (a) 

Similarly, consider the refinement of GSOR and 
IIS. 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟐𝟐𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]

 
 
 
 
 
 
 
 
 

 

Improved SOR for Linear Systems of Equations 

 7  
 

Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 

let 𝒌𝒌 = 𝟎𝟎, 𝟏𝟏, 𝟐𝟐,… are nonnegative integer. 

Let’s consider the GSOR method  

𝒚𝒚(𝒌𝒌+𝟏𝟏) = 𝑺𝑺𝒚𝒚(𝒌𝒌) + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺𝒚𝒚(𝒌𝒌) − 𝒀𝒀 + 𝑰𝑰 + 𝑺𝑺𝒀𝒀 − 𝑺𝑺𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝑺𝑺𝒀𝒀 + 𝑰𝑰 − 𝒀𝒀 

⇒ 𝒚𝒚 − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) + 𝒀𝒀 − 𝒀𝒀 

⇒ 𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀 = 𝑺𝑺(𝒚𝒚(𝒌𝒌)–𝒀𝒀) 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ = ‖𝑺𝑺(𝒚𝒚(𝒌𝒌)– 𝒀𝒀)‖
≤ ‖𝑺𝑺‖‖(𝒚𝒚(𝒌𝒌)–𝒀𝒀)‖
≤ ‖𝑺𝑺𝟐𝟐‖‖(𝒚𝒚(𝒌𝒌−𝟏𝟏)–𝒀𝒀)‖ ≤ ⋯
≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝒌𝒌‖𝒚𝒚(𝟏𝟏) − 𝒀𝒀‖  (a) 

Similarly, consider the refinement of GSOR and 
IIS. 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟐𝟐𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]
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Let the exact solution of eq (1) is 𝑿𝑿 

⇒ 𝒀𝒀 = 𝑺𝑺𝒀𝒀 + 𝑰𝑰, 𝒀𝒀 = 𝐒𝐒𝟐𝟐𝒀𝒀 + 𝑱𝑱 and 𝒀𝒀 = 𝐒𝐒𝟑𝟑𝒀𝒀 + 𝑲𝑲 
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‖𝑺𝑺‖𝟐𝟐𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖  (b) 

and 

⇒ ‖𝒚𝒚(𝒌𝒌+𝟏𝟏) − 𝒀𝒀‖ ≤ ‖𝑺𝑺𝟑𝟑𝒌𝒌‖‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ ≤
‖𝑺𝑺‖𝟑𝟑𝒌𝒌‖(𝒚𝒚(𝟏𝟏)–𝒀𝒀)‖ (c) 

Using the inequalities, a, b and c, since ‖𝐒𝐒‖ < 𝟏𝟏 
we conclude that the IIS converges faster than 
GSOR and RGSOR if SOR converges. 

7. RESULTS AND DISCUSSION 

In this section some numerical examples have 
been experimented with. The comparative 
analysis of the proposed scheme is done with 
GSOR and RGSOR by using spectral radius and 
stability. 

The below example 1, 2, 3 and 4 are referred 
from previously conducted studies [6-13]. Also, 
the results are depicted in tables 1-4 and figure 1 
and 2. 

Example 1: 

𝑨𝑨 =

[
 
 
 
 
 
 
 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏
−𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏
𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 −𝟏𝟏 𝟎𝟎 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟓𝟓 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 −𝟏𝟏 𝟎𝟎 𝟓𝟓 𝟏𝟏 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟓𝟓 −𝟏𝟏
−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟓𝟓 ]

 
 
 
 
 
 
 

;𝒃𝒃 =

[
 
 
 
 
 
 
 −𝟐𝟐
−𝟏𝟏
𝟒𝟒
𝟏𝟏𝟑𝟑
𝟒𝟒
𝟐𝟐
𝟗𝟗
𝟏𝟏𝟐𝟐]

 
 
 
 
 
 
 

 

Example 2: 

𝑨𝑨 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 𝟎𝟎
−𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏
𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎 −𝟏𝟏

−𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏 𝟎𝟎
𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 −𝟏𝟏
𝟎𝟎 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟎𝟎 −𝟏𝟏 𝟕𝟕 ]

 
 
 
 
 
 
 
 
 

; 𝒃𝒃 =

[
 
 
 
 
 
 
 
 
 𝟕𝟕𝟑𝟑
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐
𝟐𝟐]
 
 
 
 
 
 
 
 
 

 

Example 3: 

𝐴𝐴 =

[
 
 
 
 
 
 
 
 −4 1 0 1 0 0 0 0 0

1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 −1 0 0 0 −1
0 1 0 1 −5 −1 0 0 −1
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4]

 
 
 
 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 
 
 
 
 1/512
4/512
9/512
4/512
16/512
36/512
9/512
36/512
81/512]
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Example 4: 

𝐴𝐴 =

[
 
 
 
 
 2 −3 0 0 0 0
−1 4 −1 0 −1 0
0 −1 4 0 0 −1
0 0 0 2 −3 0
0 −1 0 −1 4 −1
0 0 −1 0 −1 4 ]

 
 
 
 
 

; 𝑏𝑏 =

[
 
 
 
 
 −5/3

2/3
3

−4/3
−1/3
5/3 ]

 
 
 
 
 

 

 

       Table 1. Numerical Results from example 1. 

Methods No of iterations Spectral Radius Stability (infinity norm) 
set up to 4th iteration 

GSOR 12 0.1319 0.0372 
RGSOR 07 0.0174 0.0004 

IIS 05 0.0022 0.000003 
 

       Table 2. Numerical Results from example 2. 

Methods No of iterations Spectral Radius Stability (infinity norm) 
set up to 4th iteration 

GSOR 12 0.1460 0.02777 
RGSOR 05 0.0350 0.00024 

IIS 04 0.0066 0.000009 
 

 

 

 

 

       Table 3. Numerical Results from example 3. 

Methods No of iterations Spectral Radius Stability (infinity norm) 
set up to 4th iteration 

GSOR 08 0.1617 0.00099 
RGSOR 05 0.0261 0.000013 

IIS 04 0.0042 0.00000044 
 

 

Fig. 1. The spectral radius of the improved 
method in comparison to other schemes. 

 
Fig. 2. The number of iterations taken by the 
improved method in comparison to other 
schemes. 
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comparison to other schemes. 
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Table 4. Numerical Results from example 4. 

Methods No of iterations Spectral Radius Stability (infinity norm) 
set up to 4th iteration 

GSOR 07 0.5954 0.0589 
RGSOR 04 0.3546 0.0005 

IIS 03 0.2111 0.000003 

 

The null vector is used as an initial 
approximation with a tolerance of 0.00001. The 
value of 𝝎𝝎 is taken optimally. In example 01, The 
coefficient matrix 𝑨𝑨 is SDD and SPD with 𝒎𝒎 = 𝟏𝟏 
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8. CONCLUSION 

An improved iterative scheme using successive 
over-relaxation for the solution of a linear system 
of equations is presented in this paper. The 
convergence of IIS for 𝑴𝑴-matrix, SPD and SDD, 
is examined and four numerical examples are 
presented using MATLAB version R2014b 
(8.4.0.150421). In aspects of the number of 
iterations and error analysis, all results obtained by 
IIS are compared to the first refinement of 
generalized SOR and generalized SOR, as shown 
in tables 1, 2, 3 and 4. The evolution of the result 
shows that the IIS converges faster than the GSOR 
and RGSOR. 

The presented method works efficiently, 
however, it is only applicable to M-matrix, SPD 
and SDD matrices, Future work can be done in the 
application of similar improvement techniques to 
methods that are more robust and can handle a 
large variety of matrices. 
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Abstract: As time passes, the world is facing the problem of global warming, which results in a rise in average daily 
temperature. Proper knowledge of temperature distribution and future prediction may help to cope with the situation 
in the near future. Climate forecasting has gone through various faces; in the early days’ people used to predict 
the behavior qualitatively. Now environmental scientists have developed a quantitative method for forest climate 
behavior with certain uncertainties. Empirical models have been developed based on regression analysis to estimate 
temperature distribution. Two models, linear and non-linear, use dew point temperature and relative humidity as 
independent variables. In addition to regression analysis, Artificial Neural Network (ANN) has been utilized to predict 
the average daily temperatures of Rohri Sindh, a city in Pakistan in the Sindh province. Both empirical models and 
ANN estimates are in good agreement with the known values of average daily temperatures.

Keywords: Artificial Neural Network, Estimated Model, Temperature Distribution, Forecasting, Rohri

1. INTRODUCTION

People have been forecasting climate changes 
manually since ancient times. Today, daily climate 
information can be recorded automatically due 
to technological developments. Once the data is 
recorded, it is projected to forecast the climatic 
information for the future. But the chaotic state of 
climate still causes forecast errors which makes 
the forecast prediction unreliable for a long time 
period. Therefore, further investigation is required 
to address the challenges in predicting the weather 
forecast. Reliable weather forecast is beneficial for 
humans in different aspects and they can prepare 
themselves to face the challenges in upcoming 
disasters. Although the researchers have developed 
various tools and made a significant contribution 
to metrology, it still requires further studies to 
overcome the existing challenges in weather 
forecasts [1].  

Changing climate is the World’s first environmental 
issue that presents a risk to humans. Industries 
are highly influential in causing this issue and 
the recent global warming that the planet has 
experienced. Extreme changes in air temperature 
can harm plants and animals, so knowing the 
variability of ambient temperature is critical in 
agriculture [2,3]. Temperature plays a vital role in 
routine life. The prediction of temperature for the 
respective region highly depends on the accurate 
data observed. Forecasting air temperature helps 
determine the probability of tornadoes and floods 
in a given region [4]. Soil temperature, energy load 
consumption, and solar radiation also depend on 
accurate forecasting of temperature [2]. Artificial 
neural networks are powerful techniques, which do 
not require any mathematical expressions to solve 
complex non-linear problems [5]. ANN model was 
designed to predict the highest winter temperature 
in Tehran (Iran) which consists of three input 



layers, nine hidden layers with hyperbolic tangent 
function, and one output layer. The estimated 
statistical parameters were found in the acceptable 
range [6]. A temperature prediction model is 
proposed based on the long short-term memory 
(LSTM) neural network. The model also refines 
the missing data and may forecast the temperature 
time series up to 14 days [7].  Another model 
based on (LSTM) NN may forecast the short-term 
temperature of Bandung (capital of West Java) with 
high accuracy by using the long period data [8]. 
During the period 1998 to 2000, a neural network 
estimated Saudi Arabia’s solar radiation by using 
temperature and relative humidity [9]. Sea surface 
temperature (SST) and numerical estimations 
by ANN were combined with a special wavelet 
neural network to study the forecast of six different 
locations in the Indian Ocean over three-time scales 
(daily, weekly, and monthly). The performance 
was assessed by statistical error analyses, which 
showed satisfactory results [10]. A statistical post-
processing method was proposed based on the 
Land-Atmosphere Modeling Package Weather 
Research and Forecasting model, which uses a 
Generalized Linear model and parameter correction 
to increase the accuracy of numerical weather 
prediction (NWP). The spatial distribution of 
temperature and wind speed (July and January, East 
Asia) was analyzed to show their consistent relation 
[11].   The method is based on the Geographically 
Weighted Kigring Regression model, which was 
applied to forecast Poland’s spatial distribution of 
air temperature. It extends Hengl’s decision tree 
to select the suitable prediction model for varying 
temperature and environmental predictors. The 
Local Geographically Weighted regression model 
was chosen to model the deterministic part of 
spatial variation. Sixty-nine air temperature cases 
(with time aggregation from daily to mean annual 
temperature) were analyzed. The author claimed 
local prediction models for air temperature were 
better fitted in spatial distribution irrespective 
of data aggregation [12]. The daily max and min 
temperature series (1887 to 2019) were constructed 
and homogenized by Tianjin Meteorological 
Archive to estimate the warning trends 
(0.154 ± 0.013 oC per decade) for the last 130 years 
[13].  A physical model was developed to predict 
the runway surface temperature at Oslo Airport, 
Norway. A Now-casting model was designed to 
estimate the surface temperature for the next three 

hours. The predictions were more satisfactory at 
the beginning of winter [14]. A polynomial fitting 
technique for computing the mean daytime and a 
double-cosine method was introduced to estimate 
daily ambient temperature profiles for any place 
in Europe using a spatially continuous database 
[15]. Based on daily data set from more than 5000 
meteorological stations all over the World concluded 
that during the last century, the mean temperature, 
the maximum and minimum temperature increased 
by 0.5 oC, 0.050 oC, and 0.018 °C, respectively.  
Also observed is that rate of increase in minimum 
temperature is greater than maximum temperature 
[16]. From 1977 to 1994, the air temperature of 
high-altitude regions such as the Middle Mountains 
and the High Himalayas of Nepal was studied. The 
mean temperature per year increases by 0.06 oC. In 
the Terai and Siwalik areas, a significant decreasing 
trend was found. In addition, relative to other 
seasons, winter was found to be warm [17].  In 
Nepal, during 30 years (1975-2005), an increasing 
trend of mean temperature was observed by a 
factor of around 0.04 oC [18]. From 1950 to 2004 
period, analyzed maximum temperature of 4280 
stations, minimum temperature of 4284 stations 
and Diurnal temperature change (DTR) of 4157 
stations of the entire World and found an increase of                                                                                                 
0.296 °C, 0.287 °C, and 0.296 °C per decade for 
mean, maximum and minimum temperatures 
respectively [19]. 

This paper presents the work to forecast the 
air temperature using an Artificial neural network 
and multi-regression models of Rohri, Sindh based 
on two independent parameters, namely relative 
humidity and dew point. 

2.   STUDY AREA  

The study area namely “Rohri” is situated on the 
east bank of the river Indus. It is one of the famous 
cities of Sindh province (Pakistan). It is also the 
Taluka of the Sukkur district. Rohri is a metropolitan 
city with a population of around 70,000 people. The 
area of this ancient city is 1,318 km2.

Its geographical location (see Figure 1) lies at 
27° 27′ 18″ N latitude, 68° 55′ 53″ E longitude and 
an altitude of 66 m. Rohri has a tropical desert like 
weather with scorching summers and chill winters. 
It remains hot and dry all over the summer. The 
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temperature usually falls between 46 °F to 111 °F 
in a year, with temperatures rising above 117 °F and   
rarely falling below 40 °F [20,21].

3.   MATERIALS AND METHODS

First weather parameters data was collected 
from the Pakistan Meteorological Department, 
Government of Pakistan, then two different models 
were designed to forecast the air temperature of 
Rohri (Sindh).

3.1  Artificial Neural Network

Artificial neural networks (ANN) are powerful 
mathematical tools developed from the inception 
of the human brain. They are widely used to solve 
complex problems involving non-linear behavior.  
ANN structure is based on three layers: the input 
layer, the hidden layer, and the out layer. The input 
layer receives data, which is then transferred to 
hidden layers, where the desired task is solved 
based on mathematical models internally designed 
on independent input variables.  The result of 
hidden layers proceeds to the output layer [22]. The 
complete procedure involves two steps: First, an 
ANN is trained until it emulates according to the 
data provided; then, the network is used to predict 
the inputs not included in training data [23]. In 
this study, the designed ANN model is shown in                           
Figure 2, which was utilized to estimate the mean 
daily temperature of Rohri city. 

In this work, a feed-forward network model 

was constructed in MATLAB. The model predicts 
the temperature by taking in the dew point and 
relative humidity. It consists of three layers named 
as the input layer, hidden layer and output layer, 
where the input layer consists of two neurons, the 
hidden layer of ten neurons and the output layer of 
one neuron respectively. The non-linear complex 
mathematical model in the hidden layers was 
designed with a sigmoidal transfer function.

The output layer with one neuron contains the 
linear transfer function. The forecasted temperature 
T is given by   

Where bias β= 1.9578 and weights ωi are given in 
Table I.

Here, Ni can be calculated by the following equation 

ϒi can be calculated using the following formula,

Where ωji indicates the jth synaptic link weight for 
ith neuron, bi the bias for that hidden neuron, χ1 the 
dew point, and χ2 the humidity. 

3.2   Linear and Non-Linear    Regression Models

The proposed linear and non-linear regression 
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The output layer with one neuron contains 
the linear transfer function. The forecasted 
temperature T is given by    
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Where bias β= 1.9578 and weights ωi are given 
in Table I. 
Here, Ni can be calculated by the following 
equation  

𝑁𝑁𝑖𝑖 = 1
1 + 𝑒𝑒−ϒi      (2) 

ϒi can be calculated using the following 
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Where ωji indicates the jth synaptic link weight 
for ith neuron, bi the bias for that hidden neuron, 
χ1 the dew point, and χ2 the humidity.  
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Models 
 
The proposed linear and non-linear regression 
models are presented in the equations 4 and 5, 
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mean temperature. Dew point and relative 
humidity are taken as independent input  
parameters.  
The regression models in equation 4 are linear.  
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Where regression coefficients are indicated by a, 
b and c respectively, 𝑅𝑅ℎ the relative humidity, 
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humidity, while T and Td the daily mean 
temperature, and dew point respectively. 
 
3.3 Statistical Measurements for 
Authentication of Designed Models 
 
By using statistical techniques including 
coefficient of determination R2, Mean Absolute 
Percent Error (MAPE), Mean Absolute Error 
(MABE) and Mean Square Error (MSE), we 
have calculated the accuracy of our designed 
models. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2

𝑛𝑛

𝑘𝑘=1
(6) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘|

𝑛𝑛

𝑘𝑘=1
(7) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)

𝑇𝑇𝑚𝑚.𝑘𝑘
|

𝑛𝑛

𝑘𝑘=1
𝘹𝘹100 (8) 

𝑅𝑅2 = [1 −
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2𝑛𝑛

𝑘𝑘=1
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚̅̅̅̅ )2𝑛𝑛

𝑘𝑘=1
] (9) 

 
 
4. RESULTS AND DISCUSSION 

In this article, the temperature distribution for 
one of the cities (Rohri) province Sindh, 
Pakistan, has been investigated through two 
different directions, i.e., ANN and multiple 
regression analysis.  

Tahir et al 

The output layer with one neuron contains 
the linear transfer function. The forecasted 
temperature T is given by    
 

𝑇𝑇 = ∑ 𝜔𝜔𝑖𝑖𝑁𝑁𝑖𝑖 + 𝛽𝛽
10

𝑖𝑖=1
(1) 

Where bias β= 1.9578 and weights ωi are given 
in Table I. 
Here, Ni can be calculated by the following 
equation  

𝑁𝑁𝑖𝑖 = 1
1 + 𝑒𝑒−ϒi      (2) 

ϒi can be calculated using the following 
formula, 

ϒi = 𝜔𝜔1𝑖𝑖 χ1 + 𝜔𝜔2𝑖𝑖 χ2 + 𝑏𝑏𝑖𝑖     (3) 
Where ωji indicates the jth synaptic link weight 
for ith neuron, bi the bias for that hidden neuron, 
χ1 the dew point, and χ2 the humidity.  
 
3.2   Linear and Non-Linear    Regression 
Models 
 
The proposed linear and non-linear regression 
models are presented in the equations 4 and 5, 
where the bivariate functions give the daily 
mean temperature. Dew point and relative 
humidity are taken as independent input  
parameters.  
The regression models in equation 4 are linear.  

𝑇𝑇 = 𝑎𝑎 + 𝑏𝑏𝑇𝑇𝑑𝑑 + 𝑐𝑐 𝑅𝑅ℎ     (4) 
Where regression coefficients are indicated by a, 
b and c respectively, 𝑅𝑅ℎ the relative humidity, 
while T and Td the daily mean temperature, and 
dew point respectively.  
The regression models in equation 5 are non-
linear. 

𝑇𝑇 = 𝑎𝑎𝑜𝑜 + 𝑎𝑎1𝑇𝑇𝑑𝑑 + 𝑎𝑎2𝑅𝑅ℎ + 𝑎𝑎3 (𝑇𝑇𝑑𝑑
2

𝑅𝑅ℎ
2)     (5) 

where regression coefficients are indicated by 
𝑎𝑎𝑜𝑜, 𝑎𝑎1, 𝑎𝑎2 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎3 respectively, 𝑅𝑅ℎ the relative 
humidity, while T and Td the daily mean 
temperature, and dew point respectively. 
 
3.3 Statistical Measurements for 
Authentication of Designed Models 
 
By using statistical techniques including 
coefficient of determination R2, Mean Absolute 
Percent Error (MAPE), Mean Absolute Error 
(MABE) and Mean Square Error (MSE), we 
have calculated the accuracy of our designed 
models. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2

𝑛𝑛

𝑘𝑘=1
(6) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘|

𝑛𝑛

𝑘𝑘=1
(7) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)

𝑇𝑇𝑚𝑚.𝑘𝑘
|

𝑛𝑛

𝑘𝑘=1
𝘹𝘹100 (8) 

𝑅𝑅2 = [1 −
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2𝑛𝑛

𝑘𝑘=1
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚̅̅̅̅ )2𝑛𝑛

𝑘𝑘=1
] (9) 

 
 
4. RESULTS AND DISCUSSION 

In this article, the temperature distribution for 
one of the cities (Rohri) province Sindh, 
Pakistan, has been investigated through two 
different directions, i.e., ANN and multiple 
regression analysis.  

Tahir et al 

The output layer with one neuron contains 
the linear transfer function. The forecasted 
temperature T is given by    
 

𝑇𝑇 = ∑ 𝜔𝜔𝑖𝑖𝑁𝑁𝑖𝑖 + 𝛽𝛽
10

𝑖𝑖=1
(1) 

Where bias β= 1.9578 and weights ωi are given 
in Table I. 
Here, Ni can be calculated by the following 
equation  

𝑁𝑁𝑖𝑖 = 1
1 + 𝑒𝑒−ϒi      (2) 

ϒi can be calculated using the following 
formula, 

ϒi = 𝜔𝜔1𝑖𝑖 χ1 + 𝜔𝜔2𝑖𝑖 χ2 + 𝑏𝑏𝑖𝑖     (3) 
Where ωji indicates the jth synaptic link weight 
for ith neuron, bi the bias for that hidden neuron, 
χ1 the dew point, and χ2 the humidity.  
 
3.2   Linear and Non-Linear    Regression 
Models 
 
The proposed linear and non-linear regression 
models are presented in the equations 4 and 5, 
where the bivariate functions give the daily 
mean temperature. Dew point and relative 
humidity are taken as independent input  
parameters.  
The regression models in equation 4 are linear.  

𝑇𝑇 = 𝑎𝑎 + 𝑏𝑏𝑇𝑇𝑑𝑑 + 𝑐𝑐 𝑅𝑅ℎ     (4) 
Where regression coefficients are indicated by a, 
b and c respectively, 𝑅𝑅ℎ the relative humidity, 
while T and Td the daily mean temperature, and 
dew point respectively.  
The regression models in equation 5 are non-
linear. 

𝑇𝑇 = 𝑎𝑎𝑜𝑜 + 𝑎𝑎1𝑇𝑇𝑑𝑑 + 𝑎𝑎2𝑅𝑅ℎ + 𝑎𝑎3 (𝑇𝑇𝑑𝑑
2

𝑅𝑅ℎ
2)     (5) 

where regression coefficients are indicated by 
𝑎𝑎𝑜𝑜, 𝑎𝑎1, 𝑎𝑎2 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎3 respectively, 𝑅𝑅ℎ the relative 
humidity, while T and Td the daily mean 
temperature, and dew point respectively. 
 
3.3 Statistical Measurements for 
Authentication of Designed Models 
 
By using statistical techniques including 
coefficient of determination R2, Mean Absolute 
Percent Error (MAPE), Mean Absolute Error 
(MABE) and Mean Square Error (MSE), we 
have calculated the accuracy of our designed 
models. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2

𝑛𝑛

𝑘𝑘=1
(6) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘|

𝑛𝑛

𝑘𝑘=1
(7) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑎𝑎 ∑ |(𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)

𝑇𝑇𝑚𝑚.𝑘𝑘
|

𝑛𝑛

𝑘𝑘=1
𝘹𝘹100 (8) 

𝑅𝑅2 = [1 −
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚.𝑘𝑘)2𝑛𝑛

𝑘𝑘=1
∑ (𝑇𝑇𝑐𝑐.𝑘𝑘 − 𝑇𝑇𝑚𝑚̅̅̅̅ )2𝑛𝑛

𝑘𝑘=1
] (9) 

 
 
4. RESULTS AND DISCUSSION 

In this article, the temperature distribution for 
one of the cities (Rohri) province Sindh, 
Pakistan, has been investigated through two 
different directions, i.e., ANN and multiple 
regression analysis.  

 Temperature distribution of Rohri, Sindh 47



models are presented in the equations 4 and 5, 
where the bivariate functions give the daily mean 
temperature. Dew point and relative humidity are 
taken as independent input  parameters. 

The regression models in equation 4 are linear. 

Where regression coefficients are indicated by a, b 
and c respectively, R_h the relative humidity, while 
T and Td the daily mean temperature, and dew 
point respectively. 

The regression models in equation 5 are non-linear.

where regression coefficients are indicated by 
a_o,a_1,a_2  and a_3 respectively, R_h the 
relative humidity, while T and Td the daily mean 
temperature, and dew point respectively.

3.3  Statistical Measurements for Authentication 
of Designed Models

By using statistical techniques including coefficient 
of determination R2, Mean Absolute Percent Error 
(MAPE), Mean Absolute Error (MABE) and 
Mean Square Error (MSE), we have calculated the 
accuracy of our designed models.

4.   RESULTS AND DISCUSSION

In this article, the temperature distribution for one 
of the cities (Rohri) province Sindh, Pakistan, has 
been investigated through two different directions, 
i.e., ANN and multiple regression analysis. 

In ANN, the Levenberg–Marquardt algorithm 
with 10 hidden layers was used to train the network 
from 2015 - 2017 based on variables i.e dew point, 
relative humidity, and mean daily temperature. 70% 
data of this period were used to train, whereas the 

remaining 30% equally divide for validation and 
testing, respectively. As the network was trained, 
based on independent variable dew point and 
relative humidity, the mean daily temperature was 
forecasted for 2018 - 2020. Graphical analysis of 
actual and forecasted mean daily temperature with 
errors was found, shown in Figure 3. The ω1i and 
ω2i were the weights of neurons of input variables, 
whereas ωi represented the weights of hidden layers 
of neurons. The biases bi were also determined and 
represent all values in Table 1. 

Furthermore, two empirical models, multilinear 
regression (model 2) and multi non-linear regression 
(model 3) were designed to forecast the mean daily 
temperature distribution. To determine regression 
coefficients, the related weather data from 2015 - 
2017 was used to design the empirical models. The 
equations (see equations 10 and 11) for both models 
are formed by substituting equations 4 and 5, 
respectively. By these equations, the temperature-
distribution for 2018-2020 (see Figure 4) is 
forecasted using dew point and relative humidity 
as independent input variables. To confirm the 
validation and performance of ANN and empirical 
models, statistical errors such as Mean Square 
Error (MSE), Mean Absolute Error (MABE), 
Mean Absolute Percent Error (MAPE), and R2 
were estimated. The best model was identified by 
comparing these calculated statistical errors. 

It has observed the statistical errors calculated 
for ANN model result having lowest values than 
both estimated (linear and non-linear regression) 
models as shown in Table 2. The maximum root 
mean square error was 4.35 oF 2.85 oF, and 1.47 oF 
in 2018, 2019 and 2020 by a linear model. Since 
the weather is unpredictable due to complexity and 
non-linearity, our estimated non-linear model 3 
showed a better result than estimated linear model 
2. The minimum errors less than 0.5 oF from 2018-
2020 have been observed in non-linear model 3. 
The ANN model shows the more reliable results for 
Rohri city.
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input variables. To confirm the validation and 
performance of ANN and empirical models, 
statistical errors such as Mean Square Error 
(MSE), Mean Absolute Error (MABE), Mean 
Absolute Percent Error (MAPE), and R2 were 
estimated. The best model was identified by 
comparing these calculated statistical errors.  
 
 

𝑇𝑇 = 49.102658 + 1.061672 𝑇𝑇𝑑𝑑 
−0.628384 𝑅𝑅ℎ      (10) 

𝑇𝑇 = 40.764341 + 0.939534  𝑇𝑇𝑑𝑑  − 0.420574 𝑅𝑅ℎ

+  2.988233 (𝑇𝑇𝑑𝑑
2

𝑅𝑅ℎ
2)     (11) 

It has observed the statistical errors calculated 
for ANN model result having lowest values than 
both estimated (linear and non-linear regression) 
models as shown in Table 2. The maximum root 
mean square error was 4.35 oF 2.85oF, and 1.47 
oF in 2018, 2019 and 2020 by a linear model. 
Since the weather is unpredictable due to 
complexity and non-linearity, our estimated non-
linear model 3 showed a better result than 
estimated linear model 2. The minimum errors 
less than 0.5oF from 2018-2020 have been 
observed in non-linear model 3. The ANN 
model shows the more reliable results for Rohri 
city. 
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In ANN, the Levenberg–Marquardt algorithm 
with 10 hidden layers was used to train the 
network from 2015 - 2017 based on variables i.e 
dew point, relative humidity, and mean daily 
temperature. 70% data of this period were used 
to train, whereas the remaining 30% equally 
divide for validation and testing, respectively. 
As the network was trained, based on 
independent variable dew point and relative 
humidity, the mean daily temperature was 
forecasted for                 2018 - 2020. Graphical 

analysis of actual and forecasted mean daily 
temperature with errors was found, shown in 
Figure 3. The ω1i and ω2i were the weights of 
neurons of input variables, whereas ωi 
represented the weights of hidden layers of 
neurons. The biases bi were also determined and 
represent all values in Table 1.  
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Fig. 3. Graphical analysis of recorded and predicted mean daily temperature of Rohri (2018-2020 ) 

Table 1. Hidden layer neurons syanptic weights with biases  

 
    
    

 

 

 

 

 

 

 

 
Furthermore, two empirical models, multilinear 
regression (model 2) and multi non-linear 
regression (model 3) were designed to forecast 
the mean daily temperature distribution. To 
determine regression coefficients, the related 
weather data from 2015 - 2017 was used to 

design the empirical models. The equations (see 
equations 10 and 11) for both models are formed 
by substituting equations 4 and 5, respectively. 
By these equations, the temperature-distribution 
for 2018-2020 (see Figure 4) is forecasted using 
dew point and relative humidity as independent 

I ω1i ω2i ωi bi 

1 -6.7467 -0.4713 3.5673 -7.7792 
2 7.9793 0.0062 0.9250 -6.5946 
3 0.7358 0.0290 -3.6938 2.7148 
4 0.3354 -0.7788 -1.0415 -2.0080 

5 -1.3409 0.5959 0.0524 -1.1601 

6 0.1757 -3.3364 -0.3609 0.5331 

7 -1.1484 0.0538 2.3892 1.1018 

8 3.3007 0.0072 -2.6706 -1.9695 

9 -4.1774 -0.0075 -4.6420   -3.4720 

10 5.7911 -0.1191 -0.7732 4.9713 

Fig. 3. Graphical analysis of recorded and predicted mean daily temperature of Rohri (2018-2020)
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input variables. To confirm the validation and 
performance of ANN and empirical models, 
statistical errors such as Mean Square Error 
(MSE), Mean Absolute Error (MABE), Mean 
Absolute Percent Error (MAPE), and R2 were 
estimated. The best model was identified by 
comparing these calculated statistical errors.  
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linear model 3 showed a better result than 
estimated linear model 2. The minimum errors 
less than 0.5oF from 2018-2020 have been 
observed in non-linear model 3. The ANN 
model shows the more reliable results for Rohri 
city. 
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Fig. 4. The comparative analysis of temperature distribution (2018 – 2020) (a) model 2 (linear) and (b) 

model 3 (non-linear) 
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5.   CONCLUSION

This study was conducted to forecast the mean 
daily temperature distribution for Rohri, Sindh, 
Pakistan, based on three designed models including 
ANN model, a multi linear regression model and 
a non-linear multi regression. The ANN model 
takes in relative humidity and dew point as the 
input independent variables, and returns mean 
daily temperature as the output dependent variable. 
It consists of three layers including input, hidden 

and the output layers.  We trained the machine to 
determine the temperature based on two independent 
variables, i.e., dew point and relative humidity, for 
the duration 2015-2017. As the machine trained, 
weights and bias were obtained, which were used 
to forecast the mean daily temperature for the next 
three years, 2018 - 2020. An excellent forecast 
was received and observed by ANN model 1. The 
statistical errors were less than ±0.1 for the years 
2018- 2020.
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Table 2. Statistical Errors calculated between actual and forecasted temperature distribution (2018-2020) by ANN, 

Linear Regression, and Non-Linear Regression 

 Year MSE MABE MAPE R2 

Model 1 2018 0.029368 0.04386 0.05016 0.99984 

ANN 2019 0.00477 0.03492 0.04688 0.99997 

  2020 0.00346 0.04029 0.05326 0.99998 

Model 2 2018 4.3541594 1.14461 1.35716 0.97667 

Linear Regression 2019 2.8494416 1.08434 1.46396 0.98886 

  2020 1.4693335 0.87636 1.1713 0.99369 

Model 3 2018 0.2549779 0.31374 0.38892 0.99866 

Non Linear Regression 2019 0.2408168 0.32869 0.43837 0.99902 

  2020 0.128415731 0.265981 0.35649 0.999484 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSION 

This study was conducted to forecast the mean 
daily temperature distribution for Rohri, Sindh, 
Pakistan, based on three designed models 

including ANN model, a multi linear regression 
model and a non-linear multi regression. The 
ANN model takes in relative humidity and dew 
point as the input independent variables, and 
returns mean daily temperature as the output 

Table 2. Statistical Errors calculated between actual and forecasted temperature distribution (2018-2020) by ANN, 
Linear Regression, and Non-Linear Regression

Model
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Further, two estimation models were designed, 
multilinear regression (model 2) and non-linear 
multi regression (model 3). Three years 2015-2017, 
weather data were used to estimate the regression 
coefficients. During estimation, MABE for the 
linear and non-linear models were found ±1.07 
and ±0.44, respectively. These coefficients are 
then employed for models 2 and 3 for forecasting 
temperatures for the years 2018-2020 on dew point 
and relative humidity.

To investigate the correlation between actual 
and forecasted mean daily temperature, the 
coefficient of determination R2 was calculated. In 
all three models, R2 determined close to 1, which 
shows a high correlation between them. 

To see the authenticity of ANN and estimated 
multi regression models, statistical errors MSE, 
MABE, and MAPE were calculated. In ANN, the 
MSE, MABE, and MAPE were in the lowest range 
(between 0 and 0.1) as compared to non-linear 
model 3 (between 0.1 and 0.3) and linear model 2 
(between 1.4 and 4.4).  

  
All the model’s actual and forecasted mean 

daily temperature distribution graphs were highly 
overlapped (see figure 3,4). So, we can conclude 
that for the Rohri city, non-linear regression model 
3 showed better results to forecast the temperature 
than the linear regression model. Thus, it was 
proved that the ANN model forecast the temperature 
seemed more accurate than estimated empirical 
models.
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Abstract: This article’s main goal is to investigate the concept of multi-polar fuzzy sets (MPF-sets) in LA-semi-
groups, which is an extension of bi-polar fuzzy sets (BPF-sets) in LA-semigroups. The main objective of this research 
is to extend certain significant BPF-set results to MPF-sets results. This article introduces the concepts of multi-polar 
fuzzy sub LA-semigroups, multi-polar fuzzy quasi-ideals, multi-polar fuzzy bi-ideals, multi-polar fuzzy generalized 
bi-ideals, and multi-polar fuzzy interior ideals in LA-semigroups. This article also discusses a number of fundamental 
aspects of multi-polar fuzzy ideals, and we use these aspects to define regular LA-semigroups.

Keywords: Multi-Polar Fuzzy Sub LA-semigroups, Multi-Polar Fuzzy Generalized Bi-Ideals, Multi-Polar Fuzzy Bi-
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1. INTRODUCTION

Over the course of the field’s evolution, various 
types of fuzzy set expansions have been developed. 
The theory of fuzzy sets is well known and has 
a large variety of applications in many different 
fields, including decision-making issues, neural 
networks, artificial intelligence, social sciences, and 
many more. The use of innovative ideas related to 
m-polar spherical fuzzy sets for medical diagnosis 
is investigated by Riaz et al. [16]. In the field of 
multi-criteria decision-making, researchers have 
recently introduced hybrid structures of MPF-sets 
to better model uncertainties. The idea of F-set was 
first represented by Zadeh [13-14]. The structure 
of fuzzy group is defined by Rosenfeld [12]. 
Mordeson et al. [8] and Kuroki [4] have examined 
fuzzy semigroups. The application of BPF-sets 
in decision making is examined by Malik et al. 
[7]. The membership function only ranged over 
the closed interval [0,1], it is hard to demonstrate 
the distinctness of irrelevant elements with the 
contradictory elements in a F-set. On the basis 
of these observations, the notion of BPF-set was 
introduced by Lee [5]. The BPF-set is actually an 
expansion of a F-set whose membership degree lies 
within the range [-1,1]. In a BPF-set, the associate 
degree 0 denotes that an element is unrelated to 
the correlative property, the associate degree from 
[0,1] denotes that the element partially fulfills the 
property to a bit extent, and the associate degree 
from [-1,0] denotes that the element completely 
fulfills the contrary property to a bit extent [5-6].

A 2-polar -sets and BPF-sets are two algebraic 
structures. Actually, BPF-set and 2-polar F-set have 
a natural one-to-one relationship. The BPF-sets can 
be expanded to MPF-sets by utilizing the concept 
of a one-to-one relationship. Sometimes, different 
things have occasionally been observed in various 
ways. This prompted research into MPF-set. The 
idea behind this interpretation is predicated on the 
fact that the given collection contains multi-polar 
information. MPF-sets have been successful in 
assigning membership degrees to multiple objects 
in the context of multi-polar information. In this 
case, it is important to note that MPF-sets only 
provide positive degrees of membership for each 
element, and no negative membership degrees are 
assumed [1]. Numerous real-world issues involving 
multiple factors, multiple indices, multiple items, 
and multiple polarities can be solved using multi-
polar F-sets. Multi-polar F-sets can be used for 
diagnostic data, cooperative games, and decision-
making.

A MPF-set can be written as m distinct F-sets, 
just like the BPF-sets can. As a consequence, every 
input is expressed by an m-dimensional vector 
whose entries belongs to [0,1], each represents a 
degree of confidence. Assume that the collection 
of context is N = {1,2,3,...,m}. Then, MPF-set 
will indicate the fulfillment degree of an element 
with regard to nth context for each n ∈ N [2]. For 
example, the F-set “brilliant” can have different 
interpretations among students in a particular class.
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We will give an example to demonstrate it. 

Let Z = {z₁, z₂, z₃, z₄, z₅} be the collection of 5 
students. We shall grade them by a 4-polar F-set 
based on the following four qualities given below 
in Table 1. 

Table 1. 4 polar fuzzy set 

 IQ Sports Punctual Discipline 

z1 1 0 0.8 0.9 

z2 1 0.8 0.5 0.5 

z3 0.5 1 1 0.8 

z4 0.8 0.5 1 0.8 

z5 1 0.5 0.9 0.8 

Consequently, we get a 4-polar F-subset �̂�𝑔 : Z → 
[0,1]⁴ of Z such that 

               �̂�𝑔(z₁) = (1, 0, 0.8, 0.9) 

               �̂�𝑔(z₂) = (1, 0.8, 0.5, 0.5) 

               �̂�𝑔(z₃) = (0.5, 1, 1, 0.8) 

               �̂�𝑔(z₄) = (0.8, 0.5, 1, 0.8) 

               �̂�𝑔(z₅) = (1, 0.5, 0.9, 0.8). 

Here 1 stands for positive comments, 0.5 for 
average, and 0 for negative remarks. 

In current paper, we define multi-polar fuzzy 
sub LA-semigroup (MPF-sub LA-semigroup) 
and multi-polar fuzzy ideals (MPF-ideals) of an 
LA-semigroup. Besides this, the characterization 
of regular LA-semigroups by MPF-ideals are 
presented. 

2. PRELIMINARIES 

We now illustrate some basic definitions and 
initial results centred on LA-semigroups that are 
significant in and of themselves. For the parts that 
follow, these are necessary. In the present paper, 
�̂�𝑆 will be denoting an LA-semigroup, unless 
stated otherwise. The concept of LA-semigroups, 
was first studied by Kazim and Naseerudin in 
1972 [3]. Later on, Yusuf and Mushtaq worked 
on locally associative LA-semigroups in 1979 
[10]. 

Definition 2.1  If an algebraic structure (�̂�𝑆,•) 
holds the equation (r•s)•t = (t•s)•r for each r, s, t 

∈ �̂�𝑆, then it is a left almost semigroup (or LA-
semigroup) [3]. 

Some basic definitions which are widely used in 
LA-semigroup as described below. 

If for each a ∈ �̂�𝑆, ea = a, then e in �̂�𝑆 is a left 
identity. The left identity e ∈ �̂�𝑆 is unique [9]. 
Furthermore, if e ∈ �̂�𝑆, then �̂�𝑆 = �̂�𝑆e = e�̂�𝑆 and �̂�𝑆² = 
�̂�𝑆. A left ideal (L-ideal) over �̂�𝑆 is a subset 𝐼𝐼 that 
satisfies �̂�𝑆𝐼𝐼 ⊆ 𝐼𝐼 and right ideal (R-ideal) over �̂�𝑆 if 
𝐼𝐼�̂�𝑆 ⊆ 𝐼𝐼. 𝐼𝐼 is simply termed an ideal (or two-sided) 
over �̂�𝑆 if 𝐼𝐼 is a L-ideal and R-ideal over �̂�𝑆 [11]. A 
subset 𝐼𝐼 over �̂�𝑆 which is non-empty is a sub LA-
semigroup over �̂�𝑆 if 𝐼𝐼² ⊆ 𝐼𝐼. A subset 𝐼𝐼 over �̂�𝑆 
which is non-empty is a generalized bi-ideal (GB-
ideal) over �̂�𝑆 if (𝐼𝐼�̂�𝑆)𝐼𝐼 ⊆ 𝐼𝐼. A sub LA-semigroup 𝐼𝐼 
over �̂�𝑆 is a bi-ideal (B-ideal) over �̂�𝑆 if (𝐼𝐼�̂�𝑆)𝐼𝐼 ⊆ 𝐼𝐼. 
A subset 𝐼𝐼 over �̂�𝑆 which is non-empty is a quasi-
ideal (Q-ideal) over �̂�𝑆 if 𝐼𝐼�̂�𝑆 ∩ �̂�𝑆𝐼𝐼 ⊆ 𝐼𝐼. A sub LA-
semigroup 𝐼𝐼 over �̂�𝑆 is an interior ideal (I-ideal) 
over �̂�𝑆 if (�̂�𝑆𝐼𝐼) �̂�𝑆 ⊆ Î. 

Definition 2.2 A function �̂�𝑔 : �̂�𝑆 → [0,1] from �̂�𝑆 
into the interval [0,1] is a fuzzy subset (F-subset) 
of a universe �̂�𝑆. 

Some important definitions in F-sets are defined 
below.   

Let �̂�𝑔 be a F-subset over �̂�𝑆. Then the set �̂�𝑔t = {s ∈ 
�̂�𝑆 | �̂�𝑔(s) ≥ t} for all t ∈ (0,1], is named as a level 
subset over �̂�𝑆. 

Let �̂�𝑔 and ℎ̂ be any two F-subsets over �̂�𝑆, then �̂�𝑔 
≤ ℎ̂ means that �̂�𝑔(s) ≤ ℎ̂(s) for each s ∈ �̂�𝑆. The F-
subsets �̂�𝑔 ∧ ℎ̂ and �̂�𝑔 ∨ ℎ̂ of �̂�𝑆 is described as 

(�̂�𝑔 ∧ ℎ̂)(s) = �̂�𝑔(s) ∧ ℎ̂(s) and  

(�̂�𝑔 ∨ ℎ̂)(s) = �̂�𝑔(s) ∨ ℎ̂(s) for all s ∈ �̂�𝑆. 

The product �̂�𝑔 ∘ℎ̂ is defined as 
(�̂�𝑔∘ℎ̂)(s) =  

 {
 

⋁𝑠𝑠=𝑝𝑝𝑝𝑝{�̂�𝑔(p) ∧ ℎ̂(q)}, if ∃ p, q ∈ �̂�𝑆 such that 𝑠𝑠 = 𝑝𝑝𝑝𝑝
0                                              𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒

 

for all s ∈ �̂�𝑆. 

A F-subset �̂�𝑔 over �̂�𝑆 is a fuzzy sub LA-semigroup 
(F-Sub LA-semigroup) over �̂�𝑆 if for every p, q ∈ 
�̂�𝑆, �̂�𝑔(pq) ≥ �̂�𝑔(p) ∧ �̂�𝑔(q) [15]. 
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For every p, q ∈ �̂�𝑆, a F-subset �̂�𝑔 over �̂�𝑆 is 
classified as a fuzzy left ideal (FL-ideal) over �̂�𝑆 if 
�̂�𝑔(pq) ≥ �̂�𝑔(q) [15]. 

For every p, q ∈ �̂�𝑆, a F-subset �̂�𝑔 over �̂�𝑆 is 
classified as a fuzzy right ideal (FR-ideal) over �̂�𝑆 
if �̂�𝑔(pq) ≥ �̂�𝑔(p) [15]. 

If F-subset �̂�𝑔  is both a FL-ideal and a FR-ideal 
over �̂�𝑆, so it is a fuzzy ideal (F-ideal) over �̂�𝑆. 

A F-subset �̂�𝑔 over �̂�𝑆 is a fuzzy quasi-ideal (FQ-
ideal) over �̂�𝑆 if (�̂�𝑔 ∘ δ) ∧ (δ ∘ �̂�𝑔) ≤ �̂�𝑔. Here, δ is 
the F-subset over �̂�𝑆 which maps each element of 
�̂�𝑆 on 1, that is δ is the characteristic function over 
Ŝ [15]. 

A F-subset �̂�𝑔 over �̂�𝑆 is a fuzzy generalized bi-
ideal (FGB-ideal) over �̂�𝑆 if �̂�𝑔((pq)r) ≥ �̂�𝑔(p) ∧ �̂�𝑔(r) 
for each p, q, r ∈ �̂�𝑆 [15]. 

A F-Sub LA-semigroup �̂�𝑔 over �̂�𝑆 is known as a 
fuzzy bi-ideal (FB-ideal) over �̂�𝑆 if �̂�𝑔((pq)r) ≥ �̂�𝑔(p) 
∧ �̂�𝑔(r) for each p, q , r ∈ �̂�𝑆 [15]. 
 
A F-Sub LA-semigroup �̂�𝑔 over �̂�𝑆 is a fuzzy 
interior-ideal (FI-ideal) over �̂�𝑆 if for all p, q, r ∈ 
�̂�𝑆, �̂�𝑔((pq)r) ≥ �̂�𝑔(q) [15]. 

3. RESULTS AND DISCUSSION 

Now, we define some notions and present our 
main results regarding multi-polar fuzzy ideals in 
�̂�𝑆. 

Definition 3.1 [1] Multi-polar fuzzy subset over 
�̂�𝑆 is a mapping �̂�𝑔 : �̂�𝑆 → [0,1]m. 

MPF-set is represented by the m-tuple �̂�𝑔 = 
(�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m), consists of mappings �̂�𝑔n : �̂�𝑆→[0,1] 
for each n ∈ {1,2,3,...,m}. The collection of all 
MPF-subsets of �̂�𝑆, is represented as m(�̂�𝑆). We 
define a relation ≤ on m(�̂�𝑆) in the following 
manner: 

For any two MPF-subsets �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ 
= (ℎ̂₁,ℎ̂₂,...,ℎ̂m) of an LA-semigroup �̂�𝑆, �̂�𝑔 ≤ ℎ̂ 
means that �̂�𝑔n(s) ≤ ℎ̂n(s) for each s ∈ �̂�𝑆 and n ∈ 
{1,2,3,...,m}. 

The symbols �̂�𝑔 ∧ ℎ̂ and �̂�𝑔 ∨ ℎ̂ denotes the 
following MPF-subsets over �̂�𝑆. 

(�̂�𝑔 ∧ ℎ̂)(s) = �̂�𝑔(s) ∧ ℎ̂(s) and (�̂�𝑔 ∨ ℎ̂)(s) = �̂�𝑔(s) ∨ 
ℎ̂(s) that is (�̂�𝑔n ∧ ℎ̂n)(s) = �̂�𝑔n(s) ∧ ℎ̂n(s) and (�̂�𝑔n ∨ 

ℎ̂n)(s) = �̂�𝑔n(s) ∨ ℎ̂n(s) for each s ∈ �̂�𝑆 and n ∈ 
{1,2,3,...,m}. 

Let �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ = (ℎ̂₁,ℎ̂₂,...,ℎ̂m) be any 
two MPF-subsets over �̂�𝑆. 

The product �̂�𝑔 ∘ ℎ̂ = (�̂�𝑔₁ ∘ ℎ̂₁, �̂�𝑔₂ ∘ ℎ̂₂,..,�̂�𝑔n ∘ ℎ̂n) is 
defined as  

(�̂�𝑔n ∘ ℎ̂n) = 

{ ⋁𝑠𝑠=𝑝𝑝𝑝𝑝{�̂�𝑔𝑛𝑛(p) ∧ ℎ̂𝑛𝑛(q)}, if s = pq for some p, q ∈  �̂�𝑆
0                                       𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 

for every n ∈ {1,2,3,...,m}. 

For m = 3, the following example illustrates the 
product of MPF-subsets �̂�𝑔 and ℎ̂ over �̂�𝑆. 
Example 3.1 Let the LA-semigroup �̂�𝑆 = {u, v, w} 
with the binary operation "∙" is defined as (Table 
2): 

Table 2. LA-semigroup 

We define 3-polar fuzzy subsets �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃) 
and ℎ̂ = (ℎ̂₁,ℎ̂₂,ℎ̂₃) of �̂�𝑆 as follows: 

�̂�𝑔(u) = (0.1,0.2,0.1), �̂�𝑔(v) = (0,0,0),  �̂�𝑔(w) = 
(0.2,0.3,0.4) 

and 

 ℎ̂(u) = (0,0,0), ℎ̂(v) = (0,0.1,0.2), ℎ̂(w) = 
(0.3,0,0.4). 

By definition, 

(�̂�𝑔₁ ∘ ℎ̂ ₁)(u) = 0.2, (�̂�𝑔₁ ∘ ℎ̂ ₁)(v) = 0, (�̂�𝑔₁ ∘ ℎ̂ ₁)(w) 
= 0 

 (�̂�𝑔₂ ∘ ℎ̂₂)(u) = 0.1, (�̂�𝑔₂ ∘ ℎ̂₂)(v) = 0.1, (�̂�𝑔₂ ∘ ℎ̂₂)(w) 
= 0 

 (�̂�𝑔₃ ∘ ℎ̂₃)(u) = 0.4, (�̂�𝑔₃ ∘ ℎ̂₃)(v) = 0.2, (�̂�𝑔₃ ∘ ℎ̂₃)(w) 
= 0 

So, the product of �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃) and ℎ̂  = 
(ℎ̂₁,ℎ̂₂,ℎ̂₃) is defined by 

(�̂�𝑔 ∘ ℎ̂)(u) = (0.2,0.1,0.4), 

• U v W 

U U u U 

V U u U 

w V v U 
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(�̂�𝑔 ∘ ℎ̂)(v) = (0,0.1,0.2) 

(�̂�𝑔 ∘ ℎ̂)(w) = (0,0,0). 

Definition 3.2 Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPF-subset over �̂�𝑆. 

(1) Let �̂�𝑔t = {x ∈ Ŝ | �̂�𝑔(x) ≥ t} be defined for each 
t and t = (t₁,t₂,...,tm) ∈ (0,1]m, such that �̂�𝑔n(x) ≥ tn 
for each n ∈ {1,2,3,...,m}. We name �̂�𝑔t a t-cut or 
sometimes a level set. This means �̂�𝑔t = 
⋂ (�̂�𝑔𝑛𝑛)𝑡𝑡𝑛𝑛

𝑚𝑚
𝑘𝑘=1 . 

Definition 3.3 A multi-polar fuzzy subset �̂�𝑔 = 
(�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) over �̂�𝑆 is a multi-polar fuzzy sub 
LA-semigroup (MPF-sub LA-semigroup) over �̂�𝑆 
if �̂�𝑔(xy) ≥ min{�̂�𝑔(x), �̂�𝑔(y)} for every x,y ∈ �̂�𝑆, that 
is �̂�𝑔n(xy) ≥ min{�̂�𝑔n(x), �̂�𝑔n(y)} for each n ∈ 
{1,2,3,...,m}. 

Definition 3.4 A multi-polar fuzzy subset �̂�𝑔 = 
(�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) over �̂�𝑆 is a multi-polar fuzzy left 
ideal (MPFL-ideal) over �̂�𝑆 if for each x, y ∈ �̂�𝑆, 
�̂�𝑔(xy) ≥ �̂�𝑔(y), that is �̂�𝑔n (xy) ≥ �̂�𝑔n(y) and multi-
polar fuzzy right ideal (MPFR-ideal) over �̂�𝑆 if for 
each x, y ∈ �̂�𝑆, �̂�𝑔(xy) ≥ �̂�𝑔(x), that is �̂�𝑔n(xy) ≥ �̂�𝑔n(x) 
for each n ∈ {1,2,3,...,m}. 

A MPF-subset �̂�𝑔 over �̂�𝑆 is considered a MPF-
ideal over �̂�𝑆  if it satisfies the conditions of being 
a multi-polar fuzzy left ideal (MPFL-ideal) and a 
multi-polar fuzzy right ideal (MPFR-ideal) over 
�̂�𝑆.  

The next example is of 3-polar fuzzy two-sided 
ideal over �̂�𝑆. 

Example 3.2 Consider �̂�𝑆 = {r,s,t,u,v} be an LA-
semigroup under the binary operation"∙" defined 
below in Table 3. 

Table 3. LA-semigroup 

• R s t u v 
R R r r r r 
S R s s s s 
T R s u v t 
U R s t u v 
V R s v t u 

 

We define a 3-polar fuzzy subset �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃) 
of �̂�𝑆 as follows: 

�̂�𝑔(r) = (0.8,0.8,0.7), �̂�𝑔(s) = (0.7,0.6, 0.5), 

�̂�𝑔(t) = (0.6,0.4, 0.2), �̂�𝑔(u) = (0.6, 0.4,0.2) and 

�̂�𝑔(v) = (0.6, 0.4, 0.2). 

Clearly, �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃) is both a 3-polar FL-ideal 
and a 3-polar FR-ideal over �̂�𝑆. Hence �̂�𝑔 is a 3-
polar fuzzy two-sided ideal over �̂�𝑆. 

Definition 3.5 Let φ ≠ �̂�𝐴 ⊆ �̂�𝑆, where �̂�𝑆 be an LA-
semigroup. Subsequently, the multi-polar 
characteristic function 

�̂�𝐶�̂�𝐴 : X →[0,1]m of �̂�𝐴 is described as  

�̂�𝐶�̂�𝐴(x) = { (1,1, . . . ,1) m − tuple for x ∈  Â
(0,0, . . . ,0) m − tuple for x ∉  Â 

Lemma 3.1 For any two subsets �̂�𝐴 ≠  φ and �̂�𝐵 ≠  
φ of an LA-semigroup �̂�𝑆. The subsequent 
equalities are hold. 

    (1) �̂�𝐶�̂�𝐴 ∧ �̂�𝐶�̂�𝐵 = �̂�𝐶Â∩�̂�𝐵. 

    (2) �̂�𝐶�̂�𝐴 ∨ �̂�𝐶�̂�𝐵 = �̂�𝐶Â∪�̂�𝐵 

    (3) �̂�𝐶�̂�𝐴 ∘ �̂�𝐶�̂�𝐵 = �̂�𝐶Â�̂�𝐵  

Proof. (1) Let �̂�𝐴 ≠  φ and �̂�𝐵 ≠  φ be two subsets 
over �̂�𝑆. We examine the four cases as below, 

Case 1: Consider x ∈ Â ∩ B̂. Then, �̂�𝐶Â∩�̂�𝐵(x) = 
(1,1,...,1). Also x ∈ Â ∩ B̂ implies x ∈ Â and x ∈ 
�̂�𝐵. Hence, �̂�𝐶�̂�𝐴(x) = (1,1,...,1) and �̂�𝐶�̂�𝐵(x) = 
(1,1,...,1). This implies that (�̂�𝐶�̂�𝐴∧�̂�𝐶�̂�𝐵)(x) = 
�̂�𝐶�̂�𝐴(x)∧�̂�𝐶�̂�𝐵(x) = (1,1,...,1). Thus, �̂�𝐶�̂�𝐴∧�̂�𝐶�̂�𝐵 = �̂�𝐶Â∩�̂�𝐵. 

Case 2: Consider x ∉ Â ∩ B̂. Then �̂�𝐶Â∩�̂�𝐵(x) = 
(0,0,...,0). As x ∉ Â ∩ �̂�𝐵 thus x ∉ Â or x ∉ �̂�𝐵. As 
a result, it follows that �̂�𝐶Â(x) = (0,0,...,0) or �̂�𝐶�̂�𝐵(x) 
= (0,0,...,0). Thus, (�̂�𝐶�̂�𝐴 ∧ �̂�𝐶�̂�𝐵)(x) = �̂�𝐶�̂�𝐴(x) ∧ �̂�𝐶�̂�𝐵(x) 
= (0,0,...,0). Therefore �̂�𝐶�̂�𝐴 ∧ �̂�𝐶�̂�𝐵 = �̂�𝐶Â∩B̂. 

(2) Consider �̂�𝐴 and �̂�𝐵 denote non-empty subsets 
of �̂�𝑆. 

Case 1: Let x ∈ Â ∪ �̂�𝐵. Then, �̂�𝐶Â∪�̂�𝐵(x) = (1,1,...,1). 
Since x ∈ Â ∪ �̂�𝐵 implies x ∈ Â or x ∈ �̂�𝐵. Hence, 
�̂�𝐶�̂�𝐴(x) = (1,1,...,1) or �̂�𝐶�̂�𝐵 (x) = (1,1,...,1). As a 
result, it follows that (�̂�𝐶�̂�𝐴 ∨ �̂�𝐶�̂�𝐵)(x) = �̂�𝐶�̂�𝐴(x) ∨ 
�̂�𝐶�̂�𝐵(x) = (1,1,...,1). Thus, �̂�𝐶�̂�𝐴 ∨ �̂�𝐶�̂�𝐵 = �̂�𝐶Â∪�̂�𝐵. 

Case 2: Let x ∉ Â ∪ �̂�𝐵. Then �̂�𝐶Â∪�̂�𝐵(x) = (0,0,...,0). 
Since x ∉ Â ∪ �̂�𝐵, we get x ∉ Â and x ∉ B. This 
implies that �̂�𝐶�̂�𝐴(x) = (0,0,...,0) and �̂�𝐶�̂�𝐵(x) = 
(0,0,...,0). Thus, (�̂�𝐶�̂�𝐴 ∨ �̂�𝐶�̂�𝐵)(x) = �̂�𝐶�̂�𝐴(x) ∨ �̂�𝐶�̂�𝐵(x) = 
(0,0,...,0). Hence �̂�𝐶�̂�𝐴 ∨ �̂�𝐶�̂�𝐵 = �̂�𝐶Â∪�̂�𝐵. 

(3) Let �̂�𝐴 ≠  φ and �̂�𝐵 ≠  φ be subsets over �̂�𝑆. 
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Case 1: Let x ∈ �̂�𝐴�̂�𝐵, which implies that x = ab for 
a ∈ �̂�𝐴 and b ∈ �̂�𝐵. Thus �̂�𝐶Â�̂�𝐵(x) = (1,1,...,1). Since 
a ∈ �̂�𝐴 and b ∈ �̂�𝐵, we have �̂�𝐶�̂�𝐴(a) = (1,1,...,1) and 
�̂�𝐶�̂�𝐵(b) = (1,1,...,1). Now, 

(�̂�𝐶�̂�𝐴∘�̂�𝐶�̂�𝐵)(x) = ⋁𝑥𝑥=𝑢𝑢𝑢𝑢{�̂�𝐶�̂�𝐴(u)∧�̂�𝐶�̂�𝐵(v)} 

        ≥ �̂�𝐶�̂�𝐴(a)∧�̂�𝐶�̂�𝐵(b) 

        = (1,1,...,1) 

Thus, �̂�𝐶�̂�𝐴 ∘ �̂�𝐶�̂�𝐵 = �̂�𝐶Â�̂�𝐵. 

Case 2: Let x ∉ �̂�𝐴�̂�𝐵. This implies that �̂�𝐶Â�̂�𝐵(x) = 
(0,0,...,0). Because x ≠ ab for each a ∈ �̂�𝐴 and b ∈ 
�̂�𝐵. So, (�̂�𝐶�̂�𝐴∘�̂�𝐶�̂�𝐵)(x)= ⋁𝑥𝑥=𝑎𝑎𝑎𝑎{�̂�𝐶�̂�𝐴(a)∧�̂�𝐶�̂�𝐵(b)} = 
(0,0,...,0). 

Hence �̂�𝐶�̂�𝐴 ∘ �̂�𝐶�̂�𝐵 = �̂�𝐶Â�̂�𝐵. 

Lemma 3.2  Consider �̂�𝐿 ≠  φ be a subset of �̂�𝑆. So 
the subsequent assertions hold. 

(1) �̂�𝐿  is a sub LA-semigroup over �̂�𝑆 iff �̂�𝐶�̂�𝐿 is a  
multi-polar fuzzy sub LA-semigroup over �̂�𝑆. 

(2) �̂�𝐿  is a left (right, two-sided) ideal over �̂�𝑆 iff 
�̂�𝐶�̂�𝐿 is a multi-polar fuzzy left (right, two-sided) 
ideal over �̂�𝑆. 

Proof. (1) Consider �̂�𝐿 is a sub LA-semigroup over 
�̂�𝑆. We claim that 

�̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(x) ∧ �̂�𝐶�̂�𝐿(y) for every x, y ∈ �̂�𝑆. We 
examine the four cases as below, 

Case 1 : Let x, y ∈ �̂�𝐿. So, �̂�𝐶�̂�𝐿(x) = �̂�𝐶�̂�𝐿(y) = 
(1,1,...,1). Since �̂�𝐿 is a sub LA-semigroup over �̂�𝑆, 
so xy ∈ �̂�𝐿 it follows that �̂�𝐶�̂�𝐿(xy) = (1,1,...,1). 
Hence �̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(x) ∧ �̂�𝐶�̂�𝐿(y). 

Case 2 : Consider x ∈ �̂�𝐿, y ∉ �̂�𝐿. Then, �̂�𝐶�̂�𝐿(x) = 
(1,1,...,1) and �̂�𝐶�̂�𝐿(y) = (0,0,...,0). So, �̂�𝐶�̂�𝐿x) ∧ �̂�𝐶�̂�𝐿(y) 
= (0,0,...,0). But �̂�𝐶�̂�𝐿(xy) ≥ (0,0,...,0). Thus �̂�𝐶�̂�𝐿(xy) 
≥ �̂�𝐶�̂�𝐿(x) ∧�̂�𝐶�̂�𝐿(y). 

Case 3 : Consider x, y ∉ �̂�𝐿. Then, �̂�𝐶�̂�𝐿(x) = �̂�𝐶�̂�𝐿(y) = 
(0,0,...,0). Clearly, �̂�𝐶�̂�𝐿(xy) ≥ (0,0,...,0) = �̂�𝐶�̂�𝐿(x) ∧ 
�̂�𝐶�̂�𝐿(y). 

Case 4 : Consider x ∉ �̂�𝐿, y ∈ �̂�𝐿. Then, �̂�𝐶�̂�𝐿(x) = 
(0,0,...,0) and �̂�𝐶�̂�𝐿(y) = (1,1,...,1). Clearly, �̂�𝐶�̂�𝐿(xy) 
≥ (0,0,...,0) = �̂�𝐶�̂�𝐿(x) ∧ �̂�𝐶�̂�𝐿(y). 

Conversely, let �̂�𝐶�̂�𝐿 is a MPF-sub LA-semigroup 
over �̂�𝑆 and x, y ∈ �̂�𝐿. Then, �̂�𝐶�̂�𝐿(x) = �̂�𝐶�̂�𝐿y) = 
(1,1,...,1). By definition, �̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(x) ∧�̂�𝐶�̂�𝐿(y) = 

(1,1,...,1) ∧ (1,1,...,1) = (1,1,...,1), we have �̂�𝐶�̂�𝐿(xy) 
= (1,1,...,1). This implies that xy ∈ �̂�𝐿, that is �̂�𝐿 is 
a sub LA-semigroup over �̂�𝑆. 

(2) Suppose that �̂�𝐿 is a L-ideal over �̂�𝑆. We show 
that �̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(y) for every x,y ∈ �̂�𝑆. We 
examine the two cases as below, 

Case 1 : Consider y ∈ �̂�𝐿 and x ∈ �̂�𝑆. Then, �̂�𝐶�̂�𝐿(y) = 
(1,1,...,1). As �̂�𝐿 is a L-ideal over �̂�𝑆, so xy ∈ �̂�𝐿 
implies that �̂�𝐶�̂�𝐿(xy) = (1,1,...,1). Hence �̂�𝐶�̂�𝐿(xy) ≥ 
�̂�𝐶�̂�𝐿(y). 

Case 2 : Let y ∉ �̂�𝐿 and x ∈ �̂�𝑆. Then, �̂�𝐶�̂�𝐿(y) = 
(0,0,...,0). Clearly, �̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(y). 

Conversely, let �̂�𝐶�̂�𝐿 is a MPFL-ideal over �̂�𝑆. 
Consider that x ∈ �̂�𝑆 and y ∈ �̂�𝐿. Thus, �̂�𝐶�̂�𝐿(y) = 
(1,1,...,1). By definition, �̂�𝐶�̂�𝐿(xy) ≥ �̂�𝐶�̂�𝐿(y) = 
(1,1,...,1), we get 

�̂�𝐶�̂�𝐿(xy) = (1,1,...,1). So xy ∈ �̂�𝐿, as a result �̂�𝐿 is a L-
ideal over �̂�𝑆. 

Likewise, we can demonstrate that �̂�𝐿 is a R-ideal 
over �̂�𝑆 iff �̂�𝐶�̂�𝐿 is a MPFR-ideal over �̂�𝑆. Thus �̂�𝐿 is a 
two-sided ideal over �̂�𝑆 iff �̂�𝐶�̂�𝐿 is a multi-polar 
fuzzy two-sided ideal over �̂�𝑆. 

Lemma 3.3 Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPF-subset over �̂�𝑆. Then the subsequent 
assertions hold. 

(1) �̂�𝑔 is a MPF-sub LA-semigroup over �̂�𝑆 iff 

      �̂�𝑔 ∘ �̂�𝑔 ≤ �̂�𝑔. 

(2) �̂�𝑔 is a MPFL-ideal over �̂�𝑆 iff 

      δ ∘ �̂�𝑔 ≤ �̂�𝑔. 

    (3) �̂�𝑔 is a MPFR-ideal over �̂�𝑆 iff 

         �̂�𝑔 ∘ δ ≤ �̂�𝑔. 

    (4) �̂�𝑔 is a multi-polar fuzzy two sided over �̂�𝑆 

          iff δ ∘ �̂�𝑔 ≤ �̂�𝑔 and �̂�𝑔 ∘ δ ≤ �̂�𝑔. 

Here, δ represents the MPF-subset over �̂�𝑆 that 
maps every element of  �̂�𝑆 to (1,1,...,1). 

Proof. (1) Consider that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPF-sub LA-semigroup over �̂�𝑆, i.e. �̂�𝑔n(xy) ≥ 
�̂�𝑔n(x) ∧ �̂�𝑔n(y) for all n ∈{1,2,3,...,m}. Let a ∈ �̂�𝑆. If 
a ≠ bc for any b, c ∈ �̂�𝑆, so that (�̂�𝑔 ∘ �̂�𝑔)(a) = 0. 
Hence, (�̂�𝑔 ∘ �̂�𝑔 (a) ≤ �̂�𝑔(a). But if a = xy for x,y ∈ �̂�𝑆, 
then 
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(�̂�𝑔n ∘ �̂�𝑔n)(a) = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{�̂�𝑔n(x) ∧ �̂�𝑔n(y)} 

      ≤ ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{�̂�𝑔n(xy)} 

      = �̂�𝑔n(a) for every n ∈ {1,2,3,...,m}. 

Therefore �̂�𝑔 ∘ �̂�𝑔 ≤ �̂�𝑔. 

Conversely, assume that (�̂�𝑔 ∘ �̂�𝑔) ≤ �̂�𝑔 and x,y ∈ �̂�𝑆. 
Then 

�̂�𝑔n(xy) ≥ (�̂�𝑔n ∘ �̂�𝑔n)(xy) 

           = ⋁𝑥𝑥𝑥𝑥=𝑢𝑢𝑢𝑢{�̂�𝑔n(u) ∧ �̂�𝑔n(v)} 

           ≥ �̂�𝑔n(x) ∧ �̂�𝑔n(y) for each n ∈ {1,2,3,...,m}. 

Hence �̂�𝑔(xy) ≥ �̂�𝑔(x) ∧ �̂�𝑔(y). Thus �̂�𝑔 is a MPF-sub 
LA-semigroup over �̂�𝑆. 

(2) Let �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a MPFL-ideal over 
�̂�𝑆, i.e. �̂�𝑔n(xy) ≥ �̂�𝑔n(y) for every x,y ∈ �̂�𝑆 and n ∈ 
{1,2,3,...,m}. Consider a ∈ �̂�𝑆 . If a ≠ bc for b,c ∈ 
�̂�𝑆, therefore 

(δ∘�̂�𝑔)(a) = 0. Hence, δ∘�̂�𝑔 ≤ �̂�𝑔. But if a = xy for x, 
y ∈ �̂�𝑆, then 

(δn ∘ �̂�𝑔n)(a) = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{δn(x) ∧ �̂�𝑔n(y)} 

     = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{�̂�𝑔n(y)} 

     ≤ ⋁𝑎𝑎=𝑥𝑥𝑥𝑥�̂�𝑔n(xy) 

     = �̂�𝑔n(a) for all n ∈{1,2,3,...,m}. 

Thus δ ∘ �̂�𝑔 ≤ �̂�𝑔. 

Conversely, assume that (δ ∘ �̂�𝑔) ≤ �̂�𝑔 and x,y ∈ �̂�𝑆. 
Then 

�̂�𝑔n(xy) ≥ (δn ∘�̂�𝑔n)(xy) 

           = ⋁𝑥𝑥𝑥𝑥=𝑢𝑢𝑢𝑢{δn (u) ∧ �̂�𝑔n(v)} 

           ≥ {δn (x) ∧ �̂�𝑔n(y)} 

           = �̂�𝑔n(y) for all n ∈ {1,2,3,...,m}. 

Hence �̂�𝑔(xy) ≥ �̂�𝑔(y). Thus �̂�𝑔 is a MPFL-ideal over 
�̂�𝑆. 

(3) It can be proved on the same lines of (2). 

(4) This can be proved by using equations (2) and 
(3). 

Lemma 3.4 The subsequent statements hold for 
an LA-semigroup �̂�𝑆. 

(1) Consider that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m) be two MPF-sub LA-semigroups 
over �̂�𝑆. Thus �̂�𝑔 ∧ ℎ̂ is also a MPF-sub LA-
semigroup over �̂�𝑆. 

(2) Consider that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m) be two multi-polar fuzzy left (right, 
two-sided) ideals over �̂�𝑆. Then �̂�𝑔 ∧ ℎ̂ is also a 
multi-polar fuzzy left (right, two-sided) ideal 
over �̂�𝑆. 

Proof. Assume that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m) be two MPF-sub LA-semigroups 
over �̂�𝑆. Then 

(�̂�𝑔n ∧ ℎ̂n)(xy) = �̂�𝑔n(xy) ∧ ℎ̂n(xy) 

                      ≥ (�̂�𝑔n(x) ∧ �̂�𝑔n(y)) ∧ (ℎ̂n(x) ∧ ℎ̂n(y)) 

                    = (�̂�𝑔n(x) ∧ ℎ̂n(x)) ∧ (�̂�𝑔n(y) ∧ ℎ̂n(y)) 

                      = (�̂�𝑔n ∧ ℎ̂n)(x) ∧ ( �̂�𝑔n ∧ ℎ̂n)(y) 

for each n ∈ {1,2,3,...,m}. 

Thus, �̂�𝑔 ∧ ℎ̂ is a MPF-sub LA-semigroup over �̂�𝑆. 

Similar methods can be applied to prove other 
cases. 

Proposition 3.1 Suppose that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) 
be a MPF-subset over �̂�𝑆. Then �̂�𝑔 is a MPF-sub 
LA-semigroup (left, right, two-sided ideal) over 
�̂�𝑆 iff �̂�𝑔t = {x ∈ �̂�𝑆 | �̂�𝑔(x) ≥ t} ≠ φ is a sub LA-
semigroup (left, right, two-sided ideal) over �̂�𝑆 for 
every t = (t₁,t₂,...,tm) ∈ (0,1]m. 

Proof. Suppose �̂�𝑔 is a MPF-sub LA-semigroup 
over �̂�𝑆.Consider x, y ∈ �̂�𝑔t. Then �̂�𝑔n(x) ≥ tn and 
�̂�𝑔n(y) ≥ tn for each n ∈ {1,2,3,...,m}. As �̂�𝑔 is a 
MPF-sub LA-semigroup over �̂�𝑆, we have �̂�𝑔n(xy) 
≥ �̂�𝑔n(x) ∧ �̂�𝑔n(y) ≥ tn ∧ tn = tn for every n ∈ 
{1,2,3,...,m}. Thus xy ∈ �̂�𝑔t. So �̂�𝑔t is a sub LA-
semigroup over �̂�𝑆. 

Conversely, assume that �̂�𝑔t ≠ φ is a sub LA-
semigroup over �̂�𝑆. On contrary, let �̂�𝑔 is not a 
MPF-sub LA-semigroup over �̂�𝑆. Consider x, y ∈ 
�̂�𝑆 with �̂�𝑔n(xy) < �̂�𝑔n(x) ∧ �̂�𝑔n(y) for  n ∈
{1,2,3,..,m}. Take tn = �̂�𝑔n(x) ∧ �̂�𝑔n(y) for every n 
∈ {1,2,3,...,m}. Then x, y ∈ �̂�𝑔t but xy ∉ �̂�𝑔t, this 
contradicts the hypothesis. Hence �̂�𝑔(xy) ≥ �̂�𝑔(x) ∧ 
�̂�𝑔(y). Thus �̂�𝑔 is a MPF-sub LA-semigroup over �̂�𝑆. 

Similar methods can be applied to prove other 
cases. 
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Next, we define the multi-polar fuzzy generalized 
bi-ideal (MPFGB-ideal) over �̂�𝑆. 

Definition 3.6 A MPF-subset �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) 
over �̂�𝑆 is considered a MPFGB-ideal over �̂�𝑆 if for 
each x, y, z ∈ �̂�𝑆, �̂�𝑔((xy)z) ≥ �̂�𝑔(x) ∧ �̂�𝑔(z), that is 
�̂�𝑔n((xy)z) ≥ �̂�𝑔n(x) ∧ �̂�𝑔n(z) for each n ∈ {1,2,...,m}. 

Lemma 3.5 A subset �̂�𝐺 over �̂�𝑆 which is non-
empty is a GB-ideal over �̂�𝑆 iff �̂�𝐶𝐺𝐺 the multi-polar 
characteristic function of �̂�𝐺 is a MPFGB-ideal 
over �̂�𝑆. 

Proof. It can be showed on the same lines of 
Lemma 3.2. 

Lemma 3.6 A MPF-subset �̂�𝑔 over �̂�𝑆 is a MPFGB-
ideal over �̂�𝑆 iff (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔.  

Proof. Suppose �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a MPFGB-
ideal over �̂�𝑆, i.e. �̂�𝑔n((xy)z) ≥ �̂�𝑔n(x) ∧ �̂�𝑔n(z) for 
each n ∈ {1,2,3,...,m} and x, y, z ∈ �̂�𝑆. Consider a 
∈ �̂�𝑆. If a ≠ bc for some b, c ∈ �̂�𝑆 thus ((�̂�𝑔 ∘ δ) ∘
�̂�𝑔)(a) = 0. Therefore, (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔. But if a = xy 
for some x,y ∈ �̂�𝑆. Thus for every n ∈ {1,2,3,...,m}. 

((�̂�𝑔n ∘δn)∘�̂�𝑔n))(a) = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{(�̂�𝑔n ∘ δn)(x) ∧ �̂�𝑔n(y)} 

                     = 
⋁𝑎𝑎=𝑥𝑥𝑥𝑥{⋁𝑥𝑥=𝑢𝑢𝑢𝑢{�̂�𝑔n(u)∧δn(v)}∧ �̂�𝑔n(y)}

                    = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{⋁𝑥𝑥=𝑢𝑢𝑢𝑢{�̂�𝑔n(u) ∧ �̂�𝑔n (y)}} 

                    ≤ ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{⋁𝑥𝑥=𝑢𝑢𝑢𝑢�̂�𝑔n((uv)y)} 

                    = ⋁𝑎𝑎=𝑥𝑥𝑥𝑥{�̂�𝑔n(xy)}  

                    = �̂�𝑔n(a) for all n ∈ {1,2,3,...,m}. 

So (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔. 

Conversely, let (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔 and x, y, z ∈ �̂�𝑆. 
Then 

   �̂�𝑔n((xy)z)   ≥ ((�̂�𝑔n ∘ δn) ∘ �̂�𝑔n)((xy)z) 

        = ⋁(xy)z=𝑢𝑢𝑢𝑢{(�̂�𝑔n ∘ δn)(u) ∧ �̂�𝑔n(v)} 

        ≥ (�̂�𝑔n ∘ δn)(xy) ∧ �̂�𝑔n(z) 

        = ⋁𝑥𝑥𝑥𝑥=𝑎𝑎𝑎𝑎{�̂�𝑔n(a) ∧ δn(b)} ∧ �̂�𝑔n(z) 

        ≥ {�̂�𝑔n(x) ∧ δn(y)} ∧ �̂�𝑔n(z) 

        = �̂�𝑔n(x) ∧ �̂�𝑔n(z) for every n ∈ 
{1,2,3,...,m}. 

Hence, �̂�𝑔((xy)z) ≥ �̂�𝑔(x) ∧ �̂�𝑔(z). Thus �̂�𝑔 is a  

 

MPFGB-ideal over �̂�𝑆. 

Proposition 3.2 Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) is a 
multi-polar fuzzy subset over �̂�𝑆. Thus �̂�𝑔 is a 
MPFGB-ideal over �̂�𝑆 iff �̂�𝑔t = {x ∈ �̂�𝑆 | �̂�𝑔(x) ≥ t} ≠ 
𝜑𝜑 is a GB-ideal over �̂�𝑆 for every t = (t₁,t₂,t₃,...,tm) 
∈ (0,1]m.  

Proof. Suppose that �̂�𝑔 be a MPFGB-ideal over �̂�𝑆. 
Let x, z ∈ �̂�𝑔t and y ∈ �̂�𝑆. So �̂�𝑔n(x) ≥ tn and �̂�𝑔n(z) ≥ 
tn for every n ∈ {1,2,...,m}. Due to the fact that �̂�𝑔 
is a MPFGB-ideal, we obtain �̂�𝑔n((xy)z) ≥ �̂�𝑔n(x) ∧ 
�̂�𝑔n(z) ≥ tn ∧ tn = tn for every n ∈ {1,2,...,m}. Thus 
(xy)z ∈ �̂�𝑔t, that is �̂�𝑔t is a GB-ideal over �̂�𝑆. 

Conversely, let �̂�𝑔t ≠ φ is a GB-ideal over �̂�𝑆. On 
contrary considered that �̂�𝑔 is not a MPFGB-ideal 
over �̂�𝑆. Suppose x, y, z ∈ �̂�𝑆 with �̂�𝑔n((xy)z) < �̂�𝑔n(x) 
∧ �̂�𝑔n(z) for any n ∈ {1,2,...,m}. Suppose tn = �̂�𝑔n(x) 
∧ �̂�𝑔n(z) for every n ∈ {1,2,...,m}. Then x, z ∈ �̂�𝑔t 
but (xy)z ∉ �̂�𝑔t, this contradicts the hypothesis. 
Hence �̂�𝑔((xy)z) ≥ �̂�𝑔(x) ∧ �̂�𝑔(z), that is �̂�𝑔 is a 
MPFGB-ideal over �̂�𝑆. Now, we define the multi-
polar fuzzy bi-ideal (MPFB-ideal) over �̂�𝑆. 

Definition 3.7 A multi-polar fuzzy sub LA-
semigroup �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) over �̂�𝑆 is a MPFB-
ideal over �̂�𝑆 if for each x, y, z ∈ �̂�𝑆, �̂�𝑔((xy)z) ≥ �̂�𝑔(x) 
∧ �̂�𝑔(z) that is, �̂�𝑔n((xy)z) ≥ �̂�𝑔n(x) ∧ �̂�𝑔n(z) for each 
n ∈ {1,2,3,...,m}. 

Lemma 3.7 A subset �̂�𝐻 over �̂�𝑆 which is non-
empty is a bi-ideal over �̂�𝑆 iff �̂�𝐶�̂�𝐻 is a MPFB-ideal 
over �̂�𝑆. 

Proof. It is followed by Lemmas 3.2 and 3.5. 

Lemma 3.8 A multi-polar fuzzy sub LA-
semigroup �̂�𝑔 of �̂�𝑆 is a MPFB-ideal over �̂�𝑆 iff (�̂�𝑔 ∘ 
δ) ∘ �̂�𝑔 ≤ �̂�𝑔. 

Proof. Follows from Lemma 3.6. 

Proposition 3.3 Let �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) is a MPF-
sub LA-semigroup over �̂�𝑆. So �̂�𝑔 is a MPFB-ideal 
over �̂�𝑆 iff �̂�𝑔t = {x ∈ �̂�𝑆 | g(x) ≥ t} ≠ φ is a bi-ideal 
over �̂�𝑆 for every t = (t₁,t₂,t₃,...,tm) ∈ (0,1]m. 

Proof. It is followed by Proposition 3.2. 

Remark 3.1 Every MPFB-ideal of �̂�𝑆 is a 
MPFGB-ideal over �̂�𝑆. 

The example below illustrate that the converse 
may not hold. 
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Example 3.3 Let �̂�𝑆 = {p, q, r, s} be an LA-
semigroup under binary operation "∙" described 
below in Table 4.  

 Table 4. LA-semigroup 

 

Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃,�̂�𝑔₄) be a 4-polar fuzzy 
subset over �̂�𝑆 with �̂�𝑔(p) = (0.2,0.4,0.4,0.5),  �̂�𝑔(q) 
= (0,0,0,0),  �̂�𝑔(r) = (0,0,0,0), �̂�𝑔(s) = 
(0.6,0.7,0.8,0.9). Thus it is simple to reveal that �̂�𝑔 
is a 4-polar fuzzy generalized bi-ideal over �̂�𝑆. 
Now, �̂�𝑔(q) = �̂�𝑔(p∙s) = (0,0,0,0) ≱ (0.2,0.4,0.4,0.5) 
= �̂�𝑔(p) ∧ �̂�𝑔(s). So �̂�𝑔 is not a bi-ideal over �̂�𝑆. 

Now we express the multi-polar fuzzy quasi-ideal 
(MPFQ-ideal) over �̂�𝑆. 

Definition 3.8 A MPF-subset �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) 
over �̂�𝑆 is a MPFQ-ideal over �̂�𝑆 if (�̂�𝑔 ∘ δ) ∧ (δ ∘ �̂�𝑔) 
≤  �̂�𝑔, means that (�̂�𝑔n ∘ δn) ∧ (δn ∘ �̂�𝑔n) ≤ �̂�𝑔n for every 
n ∈ {1,2,3,...,m}. 

Lemma 3.9 A subset 𝐽𝐽 over Ŝ which is non-empty 
is a quasi-ideal over Ŝ iff the multi-polar 
characteristic function �̂�𝐶�̂�𝑗 of 𝐽𝐽 is a MPFQ-ideal 
over �̂�𝑆. 

Proof. Consider that 𝐽𝐽 be a quasi-ideal over Ŝ, i.e 
𝐽𝐽�̂�𝑆 ∩ �̂�𝑆𝐽𝐽 ⊆ 𝐽𝐽. We show that (�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗) ≤ �̂�𝐶�̂�𝑗, 
means that 

((�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗))(x) ≤ �̂�𝐶�̂�𝑗(x) for all x ∈ �̂�𝑆.  

Let we have two cases, 

Case1 : If x ∈ 𝐽𝐽, then �̂�𝐶�̂�𝑗(x) = (1,1,...,1) ≥ ((�̂�𝐶�̂�𝑗 ∘ δ) 
∧ (δ ∘ �̂�𝐶�̂�𝑗))(x). 

Therefore (�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗) ≤ �̂�𝐶�̂�𝑗. 

Case 2 : If x ∉ 𝐽𝐽, so x ∉ 𝐽𝐽�̂�𝑆 ∩ �̂�𝑆𝐽𝐽. This implies that 
x ≠ ab or x ≠ cd for any a ∈ 𝐽𝐽, b ∈ �̂�𝑆, c ∈ �̂�𝑆, d ∈ 𝐽𝐽. 
Thus either (�̂�𝐶�̂�𝑗 ∘ δ)(x) = (0,0,...,0) or (δ ∘ �̂�𝐶�̂�𝑗)(x) = 
(0,0,...,0), means that ((�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗))(x) = 
(0,0,...,0) ≤ �̂�𝐶�̂�𝑗(x). So that (�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗) ≤ �̂�𝐶�̂�𝑗. 

Conversely, let z ∈ 𝐽𝐽�̂�𝑆 ∩ �̂�𝑆𝐽𝐽. Thus z = ax and z = 
yb, where x, y ∈ �̂�𝑆 and a, b ∈ 𝐽𝐽. Since �̂�𝐶�̂�𝑗 is a 
MPFQ-ideal over �̂�𝑆, we get 

�̂�𝐶�̂�𝑗(z) ≥ ((�̂�𝐶�̂�𝑗 ∘ δ) ∧ (δ ∘ �̂�𝐶�̂�𝑗))(z) 

        = (�̂�𝐶�̂�𝑗 ∘ δ)(z) ∧ (δ ∘ �̂�𝐶�̂�𝑗)(z) 

       = {⋁z=𝑢𝑢𝑢𝑢{�̂�𝐶�̂�𝑗(u)∧δ(v)}} ∧
{⋁z=𝑝𝑝𝑝𝑝{δ(p)∧�̂�𝐶�̂�𝑗(q)}} 

       ≥ {�̂�𝐶�̂�𝑗(a) ∧ δ(x)} ∧ {δ(y) ∧ �̂�𝐶�̂�𝑗(b)}  

      = (1,1,...,1) since z = ax and z = yb. 

Thus �̂�𝐶�̂�𝑗(z) = (1,1,...,1). Hence z ∈ 𝐽𝐽. 

Proposition 3.4 Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPF-subset over �̂�𝑆. Thus �̂�𝑔 is a MPFQ-ideal over 
Ŝ iff �̂�𝑔t  = {s ∈ �̂�𝑆 | �̂�𝑔(s) ≥ t} ≠ φ is a quasi-ideal 
over �̂�𝑆 for every t = (t₁,t₂,t₃,...,tm) ∈ (0,1]m. 

Proof. Consider �̂�𝑔 be a MPFQ-ideal over �̂�𝑆. To 
show  that �̂�𝑔t�̂�𝑆 ∩ �̂�𝑆�̂�𝑔t ⊆ �̂�𝑔t. Let z ∈ �̂�𝑔t�̂�𝑆 ∩ �̂�𝑆�̂�𝑔t. 
Then z ∈ �̂�𝑔t�̂�𝑆 and z ∈ �̂�𝑆�̂�𝑔t. So z = ax and z = yb 
for some x,y ∈ �̂�𝑆 and a,b ∈ �̂�𝑔t. Thus �̂�𝑔n(a) ≥ tn and 
�̂�𝑔n(b) ≥ tn for every n ∈ {1,2,3,...,m}. Now, 

(�̂�𝑔n ∘ δn)(z)  = ⋁z=𝑢𝑢𝑢𝑢{�̂�𝑔n(u) ∧ δn(v)} 

       ≥ �̂�𝑔n(a) ∧ δn(x) because z = ax 

       =  �̂�𝑔n(a) ∧ 1   

       =  �̂�𝑔n(a) 

                     ≥ tn 

So, (�̂�𝑔n ∘ δn)(z) ≥ tn for each n ∈ {1,2,...,m}. Now, 

(δn ∘ �̂�𝑔n)(z)   = ⋁z=𝑢𝑢𝑢𝑢{δn(u) ∧ �̂�𝑔n(v)} 

        ≥ δn(y) ∧ �̂�𝑔n(b) because z = yb 

        = 1 ∧ �̂�𝑔n(b) 

        = �̂�𝑔n(b) 

                      ≥ tn 

So, (δn ∘ �̂�𝑔n)(z) ≥ tn for every n ∈ {1,2,...,m}.    

Thus, ((�̂�𝑔n ∘ δn) ∧ ( δn ∘�̂�𝑔n))(z)  

  = (( �̂�𝑔n ∘ δn)(z) ∧ ( δn ∘�̂�𝑔n )(z) ≥ tn ∧ tn = tn 

for every n ∈{1,2,3,...,m}. So, ((�̂�𝑔 ∘ δ) ∧ (δ ∘ 
�̂�𝑔))(z) ≥ t. As �̂�𝑔(z) ≥ ((�̂�𝑔 ∘ δ) ∧ (δ ∘ �̂�𝑔))(z) ≥ t, thus 
z ∈ �̂�𝑔t. Therefore it is proved that �̂�𝑔t is a quasi-
ideal over �̂�𝑆. 

• p q r s 

p s s q q 

Q s s s s 

R s s q s 

S s s s s 
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Conversely, on contrary, let �̂�𝑔 is not a MPFQ-
ideal over �̂�𝑆. Let z ∈ �̂�𝑆 be such that �̂�𝑔n(z) < (�̂�𝑔n ∘ 
δn)(z) ∧ (δn ∘�̂�𝑔n)(z) for any n ∈{1,2,...,m}. Take tn 
∈ (0,1] with tn = (�̂�𝑔n ∘ δn)(z) ∧ ( δn ∘ �̂�𝑔n)(z) for 
every n ∈{1,2,3,...,m}. It follows that z ∈ (�̂�𝑔n ∘ 
δn)tn and z ∈ (δn∘�̂�𝑔n)tn but z ∉ (�̂�𝑔n)tn for some n. 
Therefore, z ∈ (�̂�𝑔 ∘ �̂�𝑆)t and z ∈ (�̂�𝑆 ∘ �̂�𝑔)t but z ∉ �̂�𝑔t. 
Which leads to contradiction. 

This proves that (�̂�𝑔 ∘ δ) ∧ (δ ∘ �̂�𝑔) ≤ �̂�𝑔. 

Lemma 3.10 Every multi-polar fuzzy one-sided 
ideal over �̂�𝑆 is a MPFQ-ideal over �̂�𝑆. 

Proof. It is followed by Lemma 3.3. 

    The subsequent example demonstrates that the 
converse may not hold. 

 Example 3.4 Let �̂�𝑆 = {r, s, t, u} be an LA-
semigroup under binary operation "∙" described 
below in Table 5.  

Table 5. LA-semigroup 

 

Define a 5-polar fuzzy subset �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,�̂�𝑔₃,�̂�𝑔₄,�̂�𝑔₅) 
of �̂�𝑆 as follows: 

�̂�𝑔(s) = �̂�𝑔(t) = (0.4,0.4,0.5,0.5,0.6), �̂�𝑔(r) = �̂�𝑔(u) = 
(0,0,0,0,0). Thus it is simple to reveal that �̂�𝑔t is a 
quasi-ideal over �̂�𝑆. Therefore by using 
Proposition 4, �̂�𝑔 is a 5-polar FQ-ideal over Ŝ. 
Now, 

�̂�𝑔(u) = �̂�𝑔(s.r) = (0,0,0,0,0)  

                     ≱ (0.4,0.4,0.5,0.5,0.6) = �̂�𝑔(s). 

So �̂�𝑔 is not a 5-polar FR-ideal over �̂�𝑆. 

Lemma 3.11 Suppose that �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and 
ℎ̂ = (ℎ̂₁,ℎ̂₂,...,ℎ̂m) be MPFR-ideal and MPFL-ideal 
over �̂�𝑆. Then �̂�𝑔 ∧ ℎ̂ is a multi-polar FQ-ideal over 
�̂�𝑆. 

Proof. Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m) be MPFR-ideal and MPFL-ideal 
over �̂�𝑆. Let s ∈ �̂�𝑆. If s ≠ ab for a,b ∈ �̂�𝑆. We have 

((�̂�𝑔 ∧ ℎ̂)∘δ) ∧ (δ ∘ (�̂�𝑔 ∧ ℎ̂)) ≤ (�̂�𝑔 ∧ ℎ̂). 

If s = pq for p,q ∈ �̂�𝑆, then 

     (((�̂�𝑔n ∧ ℎ̂n) ∘ δn) ∧ (δn ∘ (�̂�𝑔n ∧ ℎ̂n)))(s) 

     = ((�̂�𝑔n ∧ ℎ̂n) ∘ δn)(s) ∧ (δn ∘ (�̂�𝑔n ∧ ℎ̂n))(s) 

     = {
⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔𝑛𝑛 ∧ ℎ̂𝑛𝑛)(p) ∧  δ𝑛𝑛(q)} ∧

 ⋁s=𝑝𝑝𝑝𝑝{δ𝑛𝑛(p) ∧  (�̂�𝑔𝑛𝑛 ∧ ℎ̂𝑛𝑛)(q)}     }     

    = ⋁𝑠𝑠=𝑝𝑝𝑝𝑝{(�̂�𝑔𝑛𝑛 ∧ ℎ̂𝑛𝑛)(𝑝𝑝)}∧⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔n∧ℎ̂n)(q)} 

     = ⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔𝑛𝑛 ∧ ℎ̂𝑛𝑛)(𝑝𝑝)  ∧  (�̂�𝑔𝑛𝑛 ∧ ℎ̂𝑛𝑛)(𝑞𝑞)} 

     = ⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔n(p) ∧ ℎ̂n(p)) ∧ (�̂�𝑔n(q) ∧ ℎ̂n(q)) 

      ≤ ⋁s=𝑝𝑝𝑝𝑝{�̂�𝑔n(p) ∧ ℎ̂n(q)}    

      ≤ ⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔n(pq) ∧ ℎ̂n(pq)} 

      = ⋁s=𝑝𝑝𝑝𝑝{(�̂�𝑔n ∧ ℎ̂n)(pq)} 

      = (�̂�𝑔n ∧ ℎ̂n)(s) for every n ∈ {1,2,...,m}. 

Thus ((�̂�𝑔∧ℎ̂)∘δ) ∧ (δ∘(�̂�𝑔∧ℎ̂)) ≤ (�̂�𝑔∧ℎ̂), that is �̂�𝑔 ∧ 
ℎ̂ be a MPFQ-ideal over �̂�𝑆. 

Now, we define the multi-polar fuzzy interior-
ideal (MPFI-ideal) over �̂�𝑆. 

Definition 3.9 A multi-polar fuzzy sub LA-
semigroup �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) of �̂�𝑆 is a MPFI-ideal 
over �̂�𝑆 if for each x, a, y ∈ �̂�𝑆, �̂�𝑔((xa)y) ≥ �̂�𝑔(a), that 
is �̂�𝑔n((xa)y) ≥ �̂�𝑔n (a) for every n ∈ {1,2,3,...,m}. 

Lemma 3.12 A subset 𝐼𝐼 over �̂�𝑆 which is non-
empty is an interior ideal over �̂�𝑆 iff the multi-
polar characteristic function �̂�𝐶𝐼𝐼 over 𝐼𝐼 is a MPFI-
ideal over �̂�𝑆. 

Proof: Consider that 𝐼𝐼 is an interior ideal over �̂�𝑆. 
From Lemma 2, �̂�𝐶𝐼𝐼 is a multi-polar fuzzy sub LA-
semigroup over �̂�𝑆. Now, we show that �̂�𝐶𝐼𝐼((pq)r) 
≥ �̂�𝐶𝐼𝐼(q) for every p,q,r ∈ �̂�𝑆. Let we have the four 
cases, 

Case 1 : Consider that q ∈ 𝐼𝐼 and p, r ∈ �̂�𝑆. Then 
�̂�𝐶𝐼𝐼(q) = (1,1,...,1). Since 𝐼𝐼 is an interior ideal over 
�̂�𝑆, so (pq)r ∈ 𝐼𝐼. Then �̂�𝐶𝐼𝐼((pq)r) = (1,1,...,1). Hence 
�̂�𝐶𝐼𝐼((pq)r) ≥ �̂�𝐶𝐼𝐼(q). 
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Case 2 : Let q ∉ 𝐼𝐼 and p,r ∈ �̂�𝑆. Then �̂�𝐶𝐼𝐼(q) = 
(0,0,...,0). Clearly, �̂�𝐶𝐼𝐼((pq)r) ≥ �̂�𝐶𝐼𝐼(q). Hence the 
multi-polar characteristic function �̂�𝐶𝐼𝐼 over 𝐼𝐼 is an 
multi-polar FI-ideal over �̂�𝑆. 

Conversely, consider that �̂�𝐶𝐼𝐼 is a MPFI-ideal over 
�̂�𝑆. Then by Lemma 2, 𝐼𝐼 is a sub LA-semigroup 
over �̂�𝑆. Let p,r ∈ �̂�𝑆 and q ∈ 𝐼𝐼. Then, �̂�𝐶𝐼𝐼(q) = 
(1,1,...,1). By the hypothesis, �̂�𝐶𝐼𝐼((pq)r) ≥ �̂�𝐶𝐼𝐼(q) = 
(1,1,...,1). Hence �̂�𝐶𝐼𝐼((pq)r) = (1,1,...,1). This 
proves that (pq)r ∈ 𝐼𝐼, that is 𝐼𝐼 is an interior ideal 
over �̂�𝑆. 

Lemma 3.13 Let �̂�𝑔 be a MPF-sub LA-semigroup 
over �̂�𝑆. Then �̂�𝑔 is a MPFI-ideal over �̂�𝑆 iff (δ ∘ �̂�𝑔) 
∘ δ ≤ �̂�𝑔.   

Proof. Let �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a multi-polar FI-
ideal over �̂�𝑆. We demonstrate that (δ ∘ �̂�𝑔) ∘ δ ≤ �̂�𝑔. 
Let z ∈ �̂�𝑆. Then for every n ∈ {1,2,...,m}. 

((δn ∘ �̂�𝑔n) ∘ δn)(z) = ⋁z=𝑢𝑢𝑢𝑢{(δn ∘ �̂�𝑔n)(u) ∧ δn(v)} 

               = ⋁z=𝑢𝑢𝑢𝑢{(δn ∘ �̂�𝑔n)(u)} 

               =⋁z=𝑢𝑢𝑢𝑢{⋁u=𝑎𝑎𝑎𝑎{δn(a) ∧ �̂�𝑔n(b)} 

               = ⋁z=𝑢𝑢𝑢𝑢{⋁u=𝑎𝑎𝑎𝑎{�̂�𝑔n(b)} 

               = ⋁z=(𝑎𝑎𝑎𝑎)𝑢𝑢{�̂�𝑔n(b)} 

                ≤ ⋁z=(𝑎𝑎𝑎𝑎)𝑢𝑢{�̂�𝑔n((ab)v)} 

                = �̂�𝑔n(z) for every n ∈ 
{1,2,...,m}. 

Thus (δ ∘ �̂�𝑔) ∘ δ ≤ �̂�𝑔. 

In the reverse, assume that (δ ∘ �̂�𝑔) ∘ δ ≤ �̂�𝑔. We 
only prove that �̂�𝑔n((xa)y) ≥ �̂�𝑔n(a) for each x,a,y ∈ 
�̂�𝑆 and for every n ∈ {1,2,...,m}. Let z = (xa)y. 
Now for every n ∈ {1,2,...,m}. 

�̂�𝑔n((xa)y) ≥ ((δn ∘ �̂�𝑔n) ∘ δn)((xa)y) 

  = ⋁(xa)y=𝑢𝑢𝑢𝑢{(δn ∘ �̂�𝑔n)(u) ∧ δn(v)} 

               ≥ (δn ∘ �̂�𝑔n)(xa) ∧ δn(y) 

  = (δn ∘ �̂�𝑔n)(xa) 

  = ⋁xa=𝑝𝑝𝑝𝑝{(δn(p) ∧ �̂�𝑔n(q)} 

  ≥ δn(x) ∧ �̂�𝑔n(a) 

  = �̂�𝑔n(a) for all n ∈ {1,2,...,m}. 

So, �̂�𝑔n((xa)y) ≥ �̂�𝑔n(a) for each n ∈ {1,2,...,m}. 
Thus �̂�𝑔 is a MPFI-ideal over Ŝ. 

Proposition 3.5 Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPF-subset over Ŝ. Then �̂�𝑔 is a multi-polar FI-
ideal over �̂�𝑆 iff �̂�𝑔t = {x ∈ Ŝ | �̂�𝑔(x) ≥ t} ≠ φ is an 
interior ideal over Ŝ for each t = (t₁,t₂,t₃,...,tm) ∈ 
(0,1]m. 

Proof. It can be proved on the same lines of 
Propositions 3.1 and 3.2. 

4.  REGULAR LA-SEMIGROUPS 
CHARACTERIZED BY MULTI-POLAR 
FUZZY IDEALS 

Definition 4.1 If for every element s in the LA-
semigroup �̂�𝑆, there exists r ∈ �̂�𝑆 such that s can be 
expressed as s = (sr)s then �̂�𝑆 is a regular LA- 
semigroup. 

Theorem 4.1 [15] Let �̂�𝑆 possesses e with (ae) �̂�𝑆 = 
a�̂�𝑆 for each a ∈ �̂�𝑆. So the subsequent assertions 
are equivalent. 

    (1) �̂�𝑆 is regular 

    (2) For all R-ideal �̂�𝑅 and L-ideal  

          �̂�𝐿 over �̂�𝑆 we have �̂�𝑅 ∩ �̂�𝐿 = �̂�𝑅�̂�𝐿. 

    (3) 𝐽𝐽 = (𝐽𝐽�̂�𝑆)𝐽𝐽 for all Q-ideal 𝐽𝐽 over �̂�𝑆. 

Theorem 4.2 If �̂�𝑆 possesses e with (re)�̂�𝑆 = r�̂�𝑆 for 
each r ∈ �̂�𝑆. Then any MPFQ-ideal over �̂�𝑆 is a 
MPFB-ideal over �̂�𝑆.   

Proof. Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be any MPFQ-
ideal over �̂�𝑆. Take p,q ∈ �̂�𝑆. Then, 

�̂�𝑔n(pq) ≥ ((�̂�𝑔n ∘ δn) ∧ (δn ∘ �̂�𝑔n))(pq)  

           = (�̂�𝑔n ∘ δn)(pq) ∧ (δn ∘ �̂�𝑔n)(pq) 

           = { 
⋁pq=𝑎𝑎𝑎𝑎{�̂�𝑔𝑛𝑛(a) ∧ δ𝑛𝑛(b)} ∧
⋁pq=𝑢𝑢𝑢𝑢{δ𝑛𝑛(u) ∧ �̂�𝑔𝑛𝑛(v)}    } 

           ≥ {�̂�𝑔n(p) ∧ δn(q)} ∧ {δn(p) ∧ �̂�𝑔n(q)} 

           = {�̂�𝑔n(p) ∧ 1} ∧ {1 ∧ �̂�𝑔n(q)} 

           = �̂�𝑔n(p) ∧ �̂�𝑔n(q) for all n ∈ {1,2,...,m}. 

So, �̂�𝑔(pq) ≥ �̂�𝑔(p) ∧ �̂�𝑔(q). 

Now, let p,q,r ∈ �̂�𝑆. Then, 

(δn ∘ �̂�𝑔n)((pq)r) = ⋁(pq)r=𝑢𝑢𝑢𝑢{δn(u) ∧ �̂�𝑔n(v)} 

            ≥ δn(pq) ∧ �̂�𝑔n(r) 

            = 1 ∧ �̂�𝑔n(r) 

            = �̂�𝑔n(r) 
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So, (δn ∘ �̂�𝑔n)((pq)r) ≥ �̂�𝑔n(r) for all n ∈ {1,2,...,m}. 

Since (pq)r = (pq)(er) = (pe)(qr) ∈ (pe)�̂�𝑆 = p�̂�𝑆, so 
(pq)r = ps for some s ∈ �̂�𝑆. Thus,            

(�̂�𝑔n ∘ δn)((pq)r) = ⋁(pq)r=𝑎𝑎𝑎𝑎{�̂�𝑔n(a) ∧ δn(b)} 

            ≥ �̂�𝑔n(p) ∧ δn(s) since (pq)r = ps 

            = �̂�𝑔n(p) ∧ 1 

            = �̂�𝑔n(p) 

So, (�̂�𝑔n ∘ δn)((pq)r) ≥ �̂�𝑔n(p) for every n ∈ 
{1,2,...,m}. 

Now, by our assumption 

�̂�𝑔n((pq)r) ≥ ((�̂�𝑔n ∘ δn) ∧ ( δn ∘�̂�𝑔n))((pq)r) 

  = (�̂�𝑔n ∘ δn)((pq)r) ∧ (δn ∘�̂�𝑔n )((pq)r) 

  ≥ �̂�𝑔n(p) ∧ �̂�𝑔n(r) for every n ∈ {1,2,...,m}. 

Thus, �̂�𝑔((pq)r) ≥ �̂�𝑔(p) ∧ �̂�𝑔(r). This proves that �̂�𝑔 
is an MPFB-ideal over �̂�𝑆. 

Theorem 4.3 The subsequent statements are 
equivalent for an LA-semigroup �̂�𝑆. 

    (1) �̂�𝑆 is regular 

   (2) �̂�𝑔 ∧ ℎ̂ = �̂�𝑔 ∘ ℎ̂ for any MPFR-ideal �̂�𝑔 and 

        MPFL-ideal ℎ̂ over �̂�𝑆. 

Proof. (1) ⇒ (2): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and 
ℎ̂ = (ℎ̂₁,ℎ̂₂,...,ℎ̂m) be any MPFR-ideal and MPFL-
ideal of �̂�𝑆. Let a ∈ �̂�𝑆, we get 

(�̂�𝑔n ∘ ℎ̂n)(a) = ⋁a=𝑦𝑦𝑦𝑦{�̂�𝑔n(y) ∧ ℎ̂n( z)} 

      ≤ ⋁a=𝑦𝑦𝑦𝑦{�̂�𝑔n(yz) ∧ ℎ̂n(yz)} 

      = �̂�𝑔n(a) ∧ ℎ̂n(a) 

      = (�̂�𝑔n ∧ ℎ̂n)(a) for all n ∈ {1,2,...,m}. 

So, (�̂�𝑔 ∘ ℎ̂) ≤ (�̂�𝑔 ∧ ℎ̂).  

By assertion (1), for each a ∈ �̂�𝑆, we have a = (ax)a 
for some x ∈ �̂�𝑆. So we get 

(�̂�𝑔n ∧ ℎ̂n)(a) = �̂�𝑔n(a) ∧ ℎ̂n(a) 

      ≤ �̂�𝑔n(ax) ∧ ℎ̂n(a) 

      ≤ ⋁a=𝑦𝑦𝑦𝑦{�̂�𝑔n(y) ∧ ℎ̂n(z)} 

       = (�̂�𝑔n ∘ ℎ̂n)(a) for all n ∈ {1,2,...,m}. 

Thus, (�̂�𝑔 ∘ ℎ̂) ≥ (�̂�𝑔 ∧ ℎ̂). Hence proved that (�̂�𝑔 ∧
ℎ̂) = (�̂�𝑔 ∘ ℎ̂). 

(2) ⇒ (1): Suppose that a ∈ �̂�𝑆. Thus a�̂�𝑆 is a L-ideal 
over �̂�𝑆 and a�̂�𝑆∪�̂�𝑆a is a R-ideal over �̂�𝑆 generated 
by a say a�̂�𝑆 = �̂�𝐿 and a�̂�𝑆∪�̂�𝑆a = �̂�𝑅. Now �̂�𝐶�̂�𝐿 and �̂�𝐶�̂�𝑅 
the multi-polar characteristic functions of �̂�𝐿 and 
�̂�𝑅 are MPFL-ideal and MPFR-ideal over �̂�𝑆 by 
using Lemma 3.2. Hence, from Lemma 3.1 and 
assertion (2) we get 

�̂�𝐶�̂�𝑅�̂�𝐿 =  (�̂�𝐶�̂�𝑅 ∘ �̂�𝐶�̂�𝐿) from Lemma 3.1 

       = (�̂�𝐶�̂�𝑅 ∧ �̂�𝐶�̂�𝐿) from 2 

       = �̂�𝐶�̂�𝑅∩�̂�𝐿 by Lemma 3.1. 

This proves that �̂�𝑅 ∩ �̂�𝐿 = �̂�𝑅�̂�𝐿. Thus �̂�𝑆 is regular 
from Theorem 4.1. 

Theorem 4.4 Consider e ∈ �̂�𝑆 with (ae)�̂�𝑆 = a�̂�𝑆 for 
each a ∈ �̂�𝑆. Thus the subsequent assertions are 
equivalent. 

(1) �̂�𝑆 is regular 

(2) �̂�𝑔 = (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 for any MPFGB-ideal �̂�𝑔 over 
�̂�𝑆. 

(3) �̂�𝑔 = (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 for each MPFB-ideal �̂�𝑔 over 
�̂�𝑆. 

Proof. (1) ⇒ (2): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) be a 
MPFGB-ideal over �̂�𝑆. Let a ∈ �̂�𝑆 , so by assertion 
(1), a = (ax)a for some x ∈ �̂�𝑆. So, we get 

   ((�̂�𝑔n ∘ δn) ∘ �̂�𝑔n)(a) 

   = ⋁a=𝑦𝑦𝑦𝑦{(�̂�𝑔n ∘ δn)(y) ∧ �̂�𝑔n(z)} for some y, z ∈ �̂�𝑆 

   ≥ (�̂�𝑔n ∘ δn)(ax) ∧ �̂�𝑔n(a) since a = (ax)a 

   = ⋁ax=𝑝𝑝𝑝𝑝{�̂�𝑔n(p) ∧ δn(q)} ∧ �̂�𝑔n(a) 

   ≥ {�̂�𝑔n(a) ∧ δn(x)} ∧ �̂�𝑔n(a) 

   = �̂�𝑔n(a) for all n ∈ {1,2,...,m}. 

Hence proved that (𝑐𝑐∘ δ) ∘ �̂�𝑔 ≥ �̂�𝑔. 

Because �̂�𝑔 is a MPFGB-ideal over �̂�𝑆. Thus, we 
get   

((�̂�𝑔n ∘ δn) ∘ �̂�𝑔n)(a)  

= ⋁a=𝑦𝑦𝑦𝑦{(�̂�𝑔n ∘ δn)(y) ∧ �̂�𝑔n (z)} for some y,z ∈ �̂�𝑆  
= ⋁a=𝑦𝑦𝑦𝑦{⋁y=𝑝𝑝𝑝𝑝{�̂�𝑔n(p)∧ δn(q)} ∧ �̂�𝑔n(z)} for p,q ∈ 
�̂�𝑆 
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= ⋁a=𝑦𝑦𝑦𝑦{⋁y=𝑝𝑝𝑝𝑝{�̂�𝑔n(p) ∧ �̂�𝑔n(z)}} 

≤ ⋁a=𝑦𝑦𝑦𝑦{⋁y=𝑝𝑝𝑝𝑝{�̂�𝑔n((pq)z)}} 

= ⋁a=𝑦𝑦𝑦𝑦{�̂�𝑔n(yz)} 

= �̂�𝑔n(a) for all n ∈ {1,2,...,m}. 

So, (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔. Thus �̂�𝑔 = (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 . 

(2) ⇒ (3): It is straightforward.   

(3) ⇒ (1): Consider 𝐽𝐽 be any quasi-ideal over �̂�𝑆. 
Since (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ (𝐽𝐽�̂�𝑆) �̂�𝑆 = (𝐽𝐽�̂�𝑆)(e�̂�𝑆) = (𝐽𝐽e)( �̂�𝑆�̂�𝑆) = (𝐽𝐽e)�̂�𝑆 
= 𝐽𝐽�̂�𝑆 and (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ (�̂�𝑆�̂�𝑆)𝐽𝐽 = �̂�𝑆𝐽𝐽. Therefore (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ 𝐽𝐽�̂�𝑆 
∩ �̂�𝑆𝐽𝐽 ⊆ 𝐽𝐽. 

Now, let a ∈ 𝐽𝐽 such that a = yz for some y, z ∈ �̂�𝑆. 
Since by Lemma 3.9, �̂�𝐶�̂�𝑗 is a MPFQ-ideal over �̂�𝑆. 
Therefore �̂�𝐶�̂�𝑗 is an MPFB-ideal over �̂�𝑆 by 
Theorem 4.2. Thus, we get 

((�̂�𝐶�̂�𝑗 ∘ δ) ∘ �̂�𝐶�̂�𝑗)(a) = �̂�𝐶�̂�𝑗(a) by using condition (3) 

              = (1,1,...,1) 

Hence ((�̂�𝐶�̂�𝑗 ∘ δ) ∘ �̂�𝐶�̂�𝑗)(a) = (1,1,...,1). So, there are 
elements u, v ∈ �̂�𝑆 so that (�̂�𝐶�̂�𝑗 ∘ δ)(u) = (1,1,...,1) 
and �̂�𝐶�̂�𝑗(v) = (1,1,...,1) with a = uv. Since (�̂�𝐶�̂�𝑗 ∘ δ)(u) 
= (1,1,...,1). So there are elements w, e ∈ �̂�𝑆  such 
that �̂�𝐶�̂�𝑗(w) = (1,1,...,1) and δ(e) = (1,1,...,1) with u 
= we. Thus w, v ∈ 𝐽𝐽 and e ∈ �̂�𝑆 and so a = uv = 
(we)v ∈ (𝐽𝐽�̂�𝑆)𝐽𝐽. Hence 𝐽𝐽 ⊆ (𝐽𝐽�̂�𝑆)𝐽𝐽. So, 𝐽𝐽 = (𝐽𝐽�̂�𝑆)𝐽𝐽. 
Thus �̂�𝑆 is regular from Theorem 4.1. 

Theorem 4.5 Consider e ∈ �̂�𝑆 with (ae)�̂�𝑆 = a�̂�𝑆 for 
each a ∈ �̂�𝑆. Thus the subsequent statements are 
equivalent. 

(1) �̂�𝑆 is regular 

(2) Consider any MPFR-ideal �̂�𝑔, any MPFGB-
ideal ℎ̂, and any MPFL-ideal 𝐼𝐼 over �̂�𝑆, this 

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

(3) Consider any MPFR-ideal �̂�𝑔, any MPFB-ideal 
ℎ̂, and any MPFL-ideal 𝐼𝐼 over �̂�𝑆, this  

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

 (4) Consider any MPFR-ideal �̂�𝑔, any MPFQ-
ideal ℎ̂, and any MPFL-ideal 𝐼𝐼 of �̂�𝑆, this 

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

Proof. (1) ⇒ (2): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m), ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m), and 𝐼𝐼 = (𝐼𝐼₁,𝐼𝐼₂,...,𝐼𝐼m) be any MPFR-

ideal, MPFGB-ideal and MPFL-ideal 𝐼𝐼 over �̂�𝑆, 
respectively. Suppose that a ∈ �̂�𝑆, so by  assertion 
(1) a = (ar)a for some r ∈ �̂�𝑆. It follows that, a = 
(ar)a = (ar)(ea) = (ae)(ra) = a(ra) since (ae)�̂�𝑆 = a�̂�𝑆 
for each a ∈ �̂�𝑆. Hence we get 

((�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼)(a)  = ⋁a=𝑢𝑢𝑢𝑢{(�̂�𝑔 ∘ ℎ̂)(u) ∧ 𝐼𝐼(v)} 

            ≥ (�̂�𝑔 ∘ h)(a) ∧ 𝐼𝐼(ra) as a = a(ra) 

            ≥ ⋁a=𝑝𝑝𝑝𝑝{�̂�𝑔(p) ∧ ℎ̂(q)} ∧ 𝐼𝐼(a)  

            ≥ (�̂�𝑔(ar)∧ℎ̂(a)) ∧ 𝐼𝐼(a) as a = (ar)a 

            ≥ (�̂�𝑔(a) ∧ ℎ̂(a)) ∧ 𝐼𝐼(a) 

            = ((�̂�𝑔 ∧ ℎ̂)(a)) ∧ 𝐼𝐼(a) 

            = ((�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼)(a) 

Hence proved that (�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼. 

(2) ⇒ (3) ⇒ (4): These are straight forward. 

(4) ⇒ (1): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and 𝐼𝐼 = 
(𝐼𝐼₁,𝐼𝐼₂,...,𝐼𝐼m) be any MPFR-ideal and MPFL-ideal 
over �̂�𝑆. As δ be a MPFQ-ideal over �̂�𝑆, by the 
supposition, we get 

(�̂�𝑔 ∧ 𝐼𝐼)(a) = ((�̂�𝑔 ∧ δ) ∧ 𝐼𝐼)(a) 

   ≤ ((�̂�𝑔 ∘ δ) ∘ 𝐼𝐼)(a) 

   = ⋁a=𝑝𝑝𝑝𝑝{(�̂�𝑔 ∘ δ)(p) ∧ 𝐼𝐼 (q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(u)∧δ(v)}) ∧ 𝐼𝐼(q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(u) ∧ 1}) ∧ 𝐼𝐼(q)} 

                = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢�̂�𝑔(u)) ∧ 𝐼𝐼(q)} 

   ≤ ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(uv)}) ∧ 𝐼𝐼(q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{�̂�𝑔(p) ∧ 𝐼𝐼(q)} 

   = (�̂�𝑔 ∘ 𝐼𝐼)(a) 

Thus (�̂�𝑔 ∘ 𝐼𝐼) ≥ (�̂�𝑔 ∧ 𝐼𝐼) for any MPFR-ideal �̂�𝑔 and 
any MPFL-ideal 𝐼𝐼 over �̂�𝑆. But (�̂�𝑔∘𝐼𝐼) ≤ (�̂�𝑔∧𝐼𝐼). This 
gives (�̂�𝑔 ∘ 𝐼𝐼) = (�̂�𝑔 ∧ 𝐼𝐼). Thus �̂�𝑆 is regular by 
Theorem 4.3. 

5. CONCLUSION 

In this research paper, we have put forward the 
idea of MPF-sets which is an expansion of BPF-
sets. Infact, the BPF-sets are useful mathematical 
model to demonstrate the positivity and 
negativity of goods. In this study we have 
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= ⋁a=𝑦𝑦𝑦𝑦{⋁y=𝑝𝑝𝑝𝑝{�̂�𝑔n(p) ∧ �̂�𝑔n(z)}} 

≤ ⋁a=𝑦𝑦𝑦𝑦{⋁y=𝑝𝑝𝑝𝑝{�̂�𝑔n((pq)z)}} 

= ⋁a=𝑦𝑦𝑦𝑦{�̂�𝑔n(yz)} 

= �̂�𝑔n(a) for all n ∈ {1,2,...,m}. 

So, (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 ≤ �̂�𝑔. Thus �̂�𝑔 = (�̂�𝑔 ∘ δ) ∘ �̂�𝑔 . 

(2) ⇒ (3): It is straightforward.   

(3) ⇒ (1): Consider 𝐽𝐽 be any quasi-ideal over �̂�𝑆. 
Since (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ (𝐽𝐽�̂�𝑆) �̂�𝑆 = (𝐽𝐽�̂�𝑆)(e�̂�𝑆) = (𝐽𝐽e)( �̂�𝑆�̂�𝑆) = (𝐽𝐽e)�̂�𝑆 
= 𝐽𝐽�̂�𝑆 and (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ (�̂�𝑆�̂�𝑆)𝐽𝐽 = �̂�𝑆𝐽𝐽. Therefore (𝐽𝐽�̂�𝑆)𝐽𝐽 ⊆ 𝐽𝐽�̂�𝑆 
∩ �̂�𝑆𝐽𝐽 ⊆ 𝐽𝐽. 

Now, let a ∈ 𝐽𝐽 such that a = yz for some y, z ∈ �̂�𝑆. 
Since by Lemma 3.9, �̂�𝐶�̂�𝑗 is a MPFQ-ideal over �̂�𝑆. 
Therefore �̂�𝐶�̂�𝑗 is an MPFB-ideal over �̂�𝑆 by 
Theorem 4.2. Thus, we get 

((�̂�𝐶�̂�𝑗 ∘ δ) ∘ �̂�𝐶�̂�𝑗)(a) = �̂�𝐶�̂�𝑗(a) by using condition (3) 

              = (1,1,...,1) 

Hence ((�̂�𝐶�̂�𝑗 ∘ δ) ∘ �̂�𝐶�̂�𝑗)(a) = (1,1,...,1). So, there are 
elements u, v ∈ �̂�𝑆 so that (�̂�𝐶�̂�𝑗 ∘ δ)(u) = (1,1,...,1) 
and �̂�𝐶�̂�𝑗(v) = (1,1,...,1) with a = uv. Since (�̂�𝐶�̂�𝑗 ∘ δ)(u) 
= (1,1,...,1). So there are elements w, e ∈ �̂�𝑆  such 
that �̂�𝐶�̂�𝑗(w) = (1,1,...,1) and δ(e) = (1,1,...,1) with u 
= we. Thus w, v ∈ 𝐽𝐽 and e ∈ �̂�𝑆 and so a = uv = 
(we)v ∈ (𝐽𝐽�̂�𝑆)𝐽𝐽. Hence 𝐽𝐽 ⊆ (𝐽𝐽�̂�𝑆)𝐽𝐽. So, 𝐽𝐽 = (𝐽𝐽�̂�𝑆)𝐽𝐽. 
Thus �̂�𝑆 is regular from Theorem 4.1. 

Theorem 4.5 Consider e ∈ �̂�𝑆 with (ae)�̂�𝑆 = a�̂�𝑆 for 
each a ∈ �̂�𝑆. Thus the subsequent statements are 
equivalent. 

(1) �̂�𝑆 is regular 

(2) Consider any MPFR-ideal �̂�𝑔, any MPFGB-
ideal ℎ̂, and any MPFL-ideal 𝐼𝐼 over �̂�𝑆, this 

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

(3) Consider any MPFR-ideal �̂�𝑔, any MPFB-ideal 
ℎ̂, and any MPFL-ideal 𝐼𝐼 over �̂�𝑆, this  

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

 (4) Consider any MPFR-ideal �̂�𝑔, any MPFQ-
ideal ℎ̂, and any MPFL-ideal 𝐼𝐼 of �̂�𝑆, this 

(�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼 holds. 

Proof. (1) ⇒ (2): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m), ℎ̂ = 
(ℎ̂₁,ℎ̂₂,...,ℎ̂m), and 𝐼𝐼 = (𝐼𝐼₁,𝐼𝐼₂,...,𝐼𝐼m) be any MPFR-

ideal, MPFGB-ideal and MPFL-ideal 𝐼𝐼 over �̂�𝑆, 
respectively. Suppose that a ∈ �̂�𝑆, so by  assertion 
(1) a = (ar)a for some r ∈ �̂�𝑆. It follows that, a = 
(ar)a = (ar)(ea) = (ae)(ra) = a(ra) since (ae)�̂�𝑆 = a�̂�𝑆 
for each a ∈ �̂�𝑆. Hence we get 

((�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼)(a)  = ⋁a=𝑢𝑢𝑢𝑢{(�̂�𝑔 ∘ ℎ̂)(u) ∧ 𝐼𝐼(v)} 

            ≥ (�̂�𝑔 ∘ h)(a) ∧ 𝐼𝐼(ra) as a = a(ra) 

            ≥ ⋁a=𝑝𝑝𝑝𝑝{�̂�𝑔(p) ∧ ℎ̂(q)} ∧ 𝐼𝐼(a)  

            ≥ (�̂�𝑔(ar)∧ℎ̂(a)) ∧ 𝐼𝐼(a) as a = (ar)a 

            ≥ (�̂�𝑔(a) ∧ ℎ̂(a)) ∧ 𝐼𝐼(a) 

            = ((�̂�𝑔 ∧ ℎ̂)(a)) ∧ 𝐼𝐼(a) 

            = ((�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼)(a) 

Hence proved that (�̂�𝑔 ∘ ℎ̂) ∘ 𝐼𝐼 ≥ (�̂�𝑔 ∧ ℎ̂) ∧ 𝐼𝐼. 

(2) ⇒ (3) ⇒ (4): These are straight forward. 

(4) ⇒ (1): Consider �̂�𝑔 = (�̂�𝑔₁,�̂�𝑔₂,...,�̂�𝑔m) and 𝐼𝐼 = 
(𝐼𝐼₁,𝐼𝐼₂,...,𝐼𝐼m) be any MPFR-ideal and MPFL-ideal 
over �̂�𝑆. As δ be a MPFQ-ideal over �̂�𝑆, by the 
supposition, we get 

(�̂�𝑔 ∧ 𝐼𝐼)(a) = ((�̂�𝑔 ∧ δ) ∧ 𝐼𝐼)(a) 

   ≤ ((�̂�𝑔 ∘ δ) ∘ 𝐼𝐼)(a) 

   = ⋁a=𝑝𝑝𝑝𝑝{(�̂�𝑔 ∘ δ)(p) ∧ 𝐼𝐼 (q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(u)∧δ(v)}) ∧ 𝐼𝐼(q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(u) ∧ 1}) ∧ 𝐼𝐼(q)} 

                = ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢�̂�𝑔(u)) ∧ 𝐼𝐼(q)} 

   ≤ ⋁a=𝑝𝑝𝑝𝑝{(⋁p=𝑢𝑢𝑢𝑢{�̂�𝑔(uv)}) ∧ 𝐼𝐼(q)} 

   = ⋁a=𝑝𝑝𝑝𝑝{�̂�𝑔(p) ∧ 𝐼𝐼(q)} 

   = (�̂�𝑔 ∘ 𝐼𝐼)(a) 

Thus (�̂�𝑔 ∘ 𝐼𝐼) ≥ (�̂�𝑔 ∧ 𝐼𝐼) for any MPFR-ideal �̂�𝑔 and 
any MPFL-ideal 𝐼𝐼 over �̂�𝑆. But (�̂�𝑔∘𝐼𝐼) ≤ (�̂�𝑔∧𝐼𝐼). This 
gives (�̂�𝑔 ∘ 𝐼𝐼) = (�̂�𝑔 ∧ 𝐼𝐼). Thus �̂�𝑆 is regular by 
Theorem 4.3. 

5. CONCLUSION 

In this research paper, we have put forward the 
idea of MPF-sets which is an expansion of BPF-
sets. Infact, the BPF-sets are useful mathematical 
model to demonstrate the positivity and 
negativity of goods. In this study we have 
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examined the multi-information about the given 
data by defining the multi-polar fuzzy sets in LA-
semigroups. Mainly, we have confined our 
attention to investigate how we can generalize the 
results of BPF-sets in terms of multi-polar fuzzy 
sets. Also detailed exposition of multi-polar 
fuzzy ideals in �̂�𝑆 have been studied. Moreover, 
this study can be used as a design for aggregation 
or classification and to define multi-valued 
relations. One such structure is the Pythagorean 
MPF-set which is hybrid model of both PFS and 
MPF-sets is presented by Naeem et al. [17]. 
Another related model is the Pythagorean MPF-
sets, which was proposed by Riaz et al. [18]. The 
interval [0,1] is the range of a membership 
function, which illustrates a fuzzy set (F-set). A 
membership degree serves as an illustration of 
how individuals of a set are related. 
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Design of Three Level Neutral Point Clamped Inverter with Fuzzy 
Logic based MPPT for PV Applications

Farhan Siddique1, Saud Ahmad1*, Hassan Ullah Khan1, Muhammad Sohrab1,  

and Tasneem Afeefa2

1Department of Electronic Engineering, University of Engineering and Technology, Peshawar
2Department of Chemistry, Quaid-i-Azam University, Islamabad

Abstract: In this paper a solar photovoltaic (PV) system with maximum power point tracking (MPPT) for domestic 
low power applications. The proposed system contains a PV array which provides electrical power, while a DC/DC 
converter is incorporated to regulate the power derived from PV panels. Fuzzy logic control (FLC) based MPPT has 
been proposed. To convert the DC voltages and currents obtained from Solar panels to AC voltages and currents, a 
Neutral point clamped multilevel inverter is included. Furthermore, harmonics are removed by using the LCL filter. 
The PV system working, design of the DC/DC Boost converter, Novel MPPT techniques, Multilevel inverter topolo-
gies and LCL filter design are explained. Results reveal that the FLC based MPPT has much lesser total harmonic 
distortion (THD) in the PV system. With this property, FLC possesses faster convergence than the perturb & observe 
(P&O) and other MPPT techniques.

Keywords: Photovoltaic (PV), Fuzzy logic control (FLC), Maximum power point tracking (MPPT), Multilevel In-
verters, Neutral point clamped inverter, Perturb & Observe (P&O), Renewable energy (RE), PV Cell.

1. INTRODUCTION

Solar panels have become more efficient and 
inexpensive in recent years, making them an 
increasingly appealing alternative for people 
and companies looking to decrease their carbon 
footprint and minimize their energy expenses. 
Solar panels, as a renewable and sustainable energy 
source, have the potential to play a critical role in 
lowering greenhouse gas emissions and combatting 
climate change. PV panels have efficiency on the 
lower side however research and advances have 
led to technologies like MPPT (maximum power 
point tracking), which attains maximum available 
power at the output of a PV panel at any instant of 
time. Maximum power point tracking is available 
for PV panels, and wind power plants. There are 
several techniques to track maximum power points 
(MPP) [1, 2]. Such as perturbation and observation 
(P & O), incremental conductance, fractional open 
circuit, fractional short circuit, Fuzzy logic based 
MPPT etc. P & O is the simplest, inexpensive, 
easy to implement, and hence the most commonly 
used method in MPPT, however, it introduces 

fluctuations in the power, has a slower convergence 
rate and fails to track MPP under rapid changes in 
the environmental conditions. FLC based MPPT 
is fast, more efficient and performs better under 
various harsh conditions.  Getting power from the 
panel effectively is not the solution, but it is also 
important to regulate this power and deliver it for 
useful work. To do this, an inverter (DC to AC 
converter) is used [3]. The output voltage of a multi-
level inverter is greater than two levels. As a result, 
the inverter output voltage has reduced harmonic 
distortion and produces high-quality waveforms 
at the inverter output. These features make MLI 
available for applications that require higher power 
and high voltage levels [4]. Although there are 
various multilevel inverters, diode clamped or 
NPC inverters are widely used in industry because 
of their low electromagnetic interference and high 
efficiency. Over the years, the multi-level inverter 
is being used popularly in high-power applications 
because of its lesser interference than the typical 
two-level inverter and its ability to operate at lower 
switching frequencies. Transformers are the most 
efficient electrical machines and they are the most 



important member of any electrical system. In this 
research, a step-up transformer was used to obtain 
galvanic isolation and the desired output voltage. 
The implementation of MPPT was discussed by 
Chim et al. [5], and Du et al. [6] compared different 
methods of MPPT with different solar irradiance 
profiles. Edouard et al. [7], and Busquets-Monge 
et al. [8] presented Perturb & Observe and Fuzzy 
logic MPPT.

2. PROPOSED SYSTEM

Figure 1 represents the block diagram of the 
modelled solar photovoltaic system with MPPT for 
domestic low-power applications. The proposed 
system essentially consists of a PV panel, DC-
DC converter, inverter, transformer and filter, and 
FLC-based MPPT. Details of the system design are 
explained in the following sections.

3. PV PANEL

Photovoltaic solar panels are used to convert the 
solar energy into electrical energy. This section 
discusses the output of solar panels & factors 
affecting the performance of Solar panels [1, 20].

3.1.1 Introduction

PV panels are the arrangement of semiconductor 
components which are used to convert the solar 
light into electric current. A PV module is a 
collection of PV cells that uses sunlight as energy 
and generates a direct current. The collection of PV 
modules is called a PV array. These arrays are used 
in PV systems and their job is to supply electrical 
energy to the electrical loads.

3.1.2 Working of Solar Panel

Solar panel includes many smaller units called PV 

cells. Light energy from the sun hits the PV cell, it 
transfers the light energy to the cell and causes the 
electrons to get loosen from the atom. To conclude, 
solar panels work by detaching electrons from 
atoms by photons or particles of light, generating 
electrical currents [7, 9, 10].

3.1.3 Factors Affecting Output of Solar Panel

The following are some crucial factors that influence 
the output of solar panels.

3.1.4 Temperature

With the increase in temperature, the output of the 
PV cell decreases, and the performance of PV is 
better in cold weather as compared to hot. A 25 ˚C 
rated PV panel can be very different from the actual 
external environment. For each degree increase in 
temperature above 25 ˚C then 0.25 % decays the 
output of the PV panels. The effect of temperature 
is explained in Figure 2, with an increase in 
temperature, the output power decreases.

3.1.5 Irradiance

The power per square meter area from sun is solar 
irradiance. As the power from sun changes, so do 
the I-V and P-V properties. As solar radiation rises, 
open voltage and short current rise as well, shifting 
the maximum power point. From Figure 3, it is 
clear that more the irradiance, greater amount of 
power is produced.

4. MAXIMUM POWER POINT TRACK-
ING (MPPT)

MPPT stands for Maximum Power Point Tracking 
and refers to an electronic system used to optimize 
the efficiency of solar panels. Solar panels generate 
electricity when exposed to sunlight, but the 

Design of Three Level NPC Inverter with FL-MPPT for PV Applications 

 2  
 

interference than the typical two-level inverter and its 
ability to operate at lower switching frequencies. 
Transformers are the most efficient electrical machines 
and they are the most important member of any electrical 
system. In this research, a step-up transformer was used 
to obtain galvanic isolation and the desired output 
voltage. The implementation of MPPT was discussed by 
Chim et al. [5], and Du et al. [6] compared different 
methods of MPPT with different solar irradiance 
profiles. Edouard et al. [7], and Busquets-Monge et al. 
[8] presented Perturb & Observe and Fuzzy logic MPPT. 

 

2. PROPOSED SYSTEM 

Error! Reference source not found. represents the 
modelled system for this work.  

This research work is explained in the following 
sections. 

Section 0 explains the PV solar panel & its working, 
Section 0 contains the MPPT techniques, Section 0 
includes the Dc to Dc converters and the design of the 
boost converter. In Section 5 Multilevel inverter 
topologies are explained, Section 0 is the design of the 
transformer and LCL filter, Section 7 is Simulation and 
Results and Section 8  is Conclusion. 

 

 
2.1 Solar Panel 

Photovoltaic solar panels are used to convert the solar 
energy into electrical energy. This section discusses the 
output of solar panels & factors affecting the 
performance of Solar panels [1, 20]. 
 
2.1.1 Introduction 

PV panels are the arrangement of semiconductor 
components which are used to convert the solar light into 
electric current. A PV module is a collection of PV cells 
that uses sunlight as energy and generates a direct 
current. The collection of PV modules is called a PV 
array. These arrays are used in PV systems and their job 
is to supply electrical energy to the electrical loads. 
 
2.1.2 Working of Solar Panel 
Solar panel includes many smaller units called PV cells. 
Light energy from the sun hits the PV cell, it transfers 
the light energy to the cell and causes the electrons to get 
loosen from the atom. To conclude, solar panels work by 
detaching electrons from atoms by photons or particles 
of light, generating electrical currents [7, 9, 10]. 
 
2.1.3 Factors Affecting Output of Solar Panel 

The following are some crucial factors that influence 
the output of solar panels. 

2.1.4 Temperature 

With the increase in temperature, the output of the PV 
cell decreases, and the performance of PV is better in 
cold weather as compared to hot. A 25 ˚C rated PV panel 
can be very different from the actual external 
environment. For each degree increase in temperature 
above 25 ˚C then 0.25 % decays the output of the PV 
panels. The effect of temperature is explained in Fig. 2, 
with an increase in temperature, the output power 

decreases. 

2.1.5 Irradiance 

Fig. 2. Temperature effects on solar panels  

Fig. 1. Block diagram of proposed system 

70 Siddique et al



amount of electricity produced can vary depending 
on factors such as the angle and intensity of the 
sunlight and the temperature of the panels. MPPT 
systems work by constantly adjusting the voltage 
and current of the solar panel to ensure it is operating 
at its maximum power point i.e. Mpp the point 
where the module produces the most power under 
certain conditions. By optimizing the performance 
of the solar panel, MPPT systems can increase the 
efficiency of the entire solar power system and 
ensure that the maximum amount of energy is 
harvested from available sunlight. MPPT systems 
are widely used in on-grid solar power systems, off-
grid solar power systems and in other applications 
where maximum efficiency is important [11].

4.1    Different MPPT Techniques

Many MPPT methods are implemented to reach the 
MPP. These MPP techniques vary from each other 

in many aspects such as the number of sensing 
devices, complexity, convergence speed, cost, 
range of effectiveness, accurate tracking etc. A few 
popular techniques are: [2, 12]

    •    Perturb and Observe
    •    Neural networks
    •    Fuzzy logic

In this research work FLC based maximum power 
point tracking technique is used, due to its fast and 
exploratory nature. 

4.2    Fuzzy Logic based MPPT

FLC Maximum Power Point Tracking (FLC-
MPPT), is a type of MPPT system that optimizes 
the efficiency of a solar panel using fuzzy logic. 
Fuzzy logic is a sort of mathematical logic that 
accepts imprecise or uncertain inputs, making it 
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The power per square meter area from sun is solar 
irradiance. As the power from sun changes, so do the I-
V and P-V properties. As solar radiation rises, open 
voltage and short current rise as well, shifting the 

maximum power point. From Fig. 3, it is clear that more 
the irradiance, greater amount of power is produced. 

 

3. MAXIMUM POWER POINT TRACKING 
(MPPT) 

MPPT stands for Maximum Power Point Tracking and 
refers to an electronic system used to optimize the 
efficiency of solar panels. Solar panels generate 
electricity when exposed to sunlight, but the amount of 
electricity produced can vary depending on factors such 
as the angle and intensity of the sunlight and the 
temperature of the panels. MPPT systems work by 
constantly adjusting the voltage and current of the solar 
panel to ensure it is operating at its maximum power 
point, i.e. H. the point where the module produces the 
most power under certain conditions. By optimizing the 
performance of the solar panel, MPPT systems can 
increase the efficiency of the entire solar power system 
and ensure that the maximum amount of energy is 
harvested from available sunlight. MPPT systems are 
widely used in on-grid solar power systems, off-grid 
solar power systems and in other applications where 
maximum efficiency is important [11]. 

3.1 Different MPPT Techniques 

Many MPPT methods are implemented to reach the 
MPP. These MPP techniques vary from each other in 
many aspects such as the number of sensing devices, 

complexity, convergence speed, cost, range of 
effectiveness, accurate tracking etc. A few popular 
techniques are: [2, 12] 

• Perturb and Observe 
• Neural networks 
• Fuzzy logic 

In this research work FLC based maximum power point 
tracking technique is used, due to its fast and exploratory 
nature.  

3.2 Fuzzy Logic based MPPT 

FLC Maximum Power Point Tracking (FLC-MPPT), is 
a type of MPPT system that optimizes the efficiency of 
a solar panel using fuzzy logic. Fuzzy logic is a sort of 
mathematical logic that accepts imprecise or uncertain 
inputs, making it especially effective in systems with 
complicated and changeable situations, such as solar 
power plants. 

The input variables in an FL-MPPT system, such as 
sun irradiance and temperature, are translated into 
linguistic variables using fuzzy sets. The controller then 
applies rules based on expert knowledge or data to 
identify the solar panel's optimal operating position. The 
controller's output is a crisp value that is utilized to 
modify the duty cycle of DC/DC converters & regulate 
the solar panel's voltage and current to operate at its mpp. 
The FL-MPPT system offers several advantages over 
traditional MPPT systems. They can handle the non-
linear and non-stationary behavior common in solar 
energy systems and can adapt to changing environmental 
conditions. Additionally, FL-MPPT systems are 
relatively simple and inexpensive to implement, making 
them a viable option for small-scale solar power 
systems. However, they may require more expertise to 
design and configure than traditional MPPT systems [13, 
14].  

3.2.1 Design of FLC 

FLC is designed by following steps: 

• Variables are identified 
• Fuzzy subsets are configured 
• Fuzzy rule base is configured 
• Fuzzification 
• Combining the fuzzy outputs 
• Defuzzification 

Fig. 3. Irradiance effects on solar panels 
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especially effective in systems with complicated 
and changeable situations, such as solar power 
plants.

The input variables in an FL-MPPT system, 
such as sun irradiance and temperature, are 
translated into linguistic variables using fuzzy sets. 
The controller then applies rules based on expert 
knowledge or data to identify the solar panel’s 
optimal operating position. The controller’s output 
is a crisp value that is utilized to modify the duty 
cycle of DC/DC converters & regulate the solar 

panel’s voltage and current to operate at its mpp. 
The FL-MPPT system offers several advantages 
over traditional MPPT systems. They can handle 
the non-linear and non-stationary behavior common 
in solar energy systems and can adapt to changing 
environmental conditions. Additionally, FL-MPPT 
systems are relatively simple and inexpensive to 
implement, making them a viable option for small-
scale solar power systems. However, they may 
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The nature of FLC is robust as compared to 
conventional methods. FLC is based on three 
fundamental elements named 1st Fuzzification, 2nd 

Inference engine and 3rd defuzzification [3]. 

3.2.2 FLC based MPPT Design 

During this research work, the following linguistic 
variables were used to define the membership functions 
[15]. 

NB: Neg Big 
NS: Neg Small 
EZ: Zero 
PS: Pos Small 
PB: Pos Big 
 

 
  Fig. 4. Input membership function Vpv 

The fuzzy rules based on the if-then approach were: 

1. (Vpv==NB) & (Ipv==BN) => (PWM=PB)(1) 
2. (Vpv==NB) & (Ipv==NS) => (PWM=PS) (1) 
3. (Vpv==NB) & (Ipv==ZE) => (PWM=NB) (1) 
. 
. 
25. (Vpv==ZE) & (Ipv==PS) => (PWM=PB) (1) 

 

The above-mentioned rules can be represented as the 
following Fuzzy rule base.  

     

Fig. 5. Input membership function Ipv 

 

 

 

 

  Fig. 4 & Fig. 5 are input membership functions, 
extracted for FLC. The variations in these functions lead 
to the generation of the output based on the membership 
functions provided in . The pictorial representation of the 
PWM generated at the output of the FLC controller is 
shown in Fig. 7. 

 

Fig. 7. Fuzzy rule surface 

Fig. 6. Output membership function PWM 
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4.2.1 Design of FLC

FLC is designed by following steps:

• Variables are identified
• Fuzzy subsets are configured
• Fuzzy rule base is configured
• Fuzzification
• Combining the fuzzy outputs
• Defuzzification

The nature of FLC is robust as compared to 
conventional methods. FLC is based on three 
fundamental elements named 1st Fuzzification, 2nd 

Inference engine and 3rd defuzzification [3].

4.2.2 FLC based MPPT Design

During this research work, the following linguistic 
variables were used to define the membership 
functions [15].
NB: Neg Big
NS: Neg Small
EZ: Zero
PS: Pos Small
PB: Pos Big

 The above-mentioned rules can be 
represented as the following Fuzzy rule base. 

The fuzzy rules based on the if-then approach were: 
1. (Vpv==NB) & (Ipv==BN) => (PWM=PB)(1)
2. (Vpv==NB) & (Ipv==NS) => (PWM=PS) (1)
3. (Vpv==NB) & (Ipv==ZE) => (PWM=NB) (1)
.
.

25. (Vpv==ZE) & (Ipv==PS) => (PWM=PB) (1)

The above-mentioned rules can be represented 
as the following Fuzzy rule base.

Figure 4 & Figure 5 are input membership 
functions, extracted for FLC. The variations in 
these functions lead to the generation of the output 
based on the membership functions provided in 
Figure 6. The pictorial representation of the PWM 
generated at the output of the FLC controller is 
shown in Figure 7.

5. DC/DC CONVERTER

A DC/DC converter is an electronic device used 
to convert direct current (DC) voltage levels from 
one level to another. It works by taking a DC type 
voltage at the input, changing its level to another 
DC output voltage, and using electronic circuitry 
to control current flow through the device. DC/DC 
converters can be used in a variety of applications 
including power supplies, battery charging systems, 
and solar power systems. This is especially useful 
in situations where the input voltage fluctuates, 
such as in solar power systems where the solar 
panel voltage can fluctuate with sunlight intensity.
There are several different types of DC-to-DC 
converters, including:

• Buck converters: These converters step 
down the voltage at input to a lower output 
voltage.

• Boost converters: These converters step 
up the input voltage to a higher output 
voltage.
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• Buck-boost converters: These converters 
can both step up and step down the input 
voltage, depending on the needs of the 
system.

• Flyback converters: These converters 
store energy in a magnetic field and release 
it to the output in a series of pulses.

Depending on the requirements of the 
application, DC/DC converters can be implemented 
using different topologies and control methods. 
They are essential components of many electronic 
systems and play a key role in efficient power 
conversion and power management.

Among all DC/DC converter topologies, boost 
is an important topology used to step up the input 
voltage level given at the output. In this research 
work, a boost converter is used.  

5.1    Boost Converter

A converter which shifts the level of input Dc 
voltage to the higher value at output is known 
as Boost converter. In the Figure 8, Switch S is 
controlled by the PWM scheme, generated by the 
MPPT algorithm.

5.1.1 Operation of Boost Converter 

Firstly, when the switch is ON during time 0 ≤ t ≤ 
T0 which is the ON period for the switch, the output 
voltage is zero V0 = 0 at that time, and the switch 
act as a short circuit. Current from the supply 
flows through the inductor and it starts charging. 
Therefore, the inductor current linearly rises; during 
ON time, the polarity of the Induce Emf is taken 
Positive, i.e, the left-hand side of the inductor is 
positive. When the switch is turned OFF during this 

cycle, this is the OFF period of switch Toff = T-Ton. 
In this period, the magnitude of the inductor current 
starts decreasing precisely in the same direction as 
in the ON period through an inductor, and the diode 
becomes forward-biased. The polarity of induced 
emf on the left-hand side is negative but added 
with supply voltage, making the current in the same 
direction. The current linearly decreases, keeping 
the voltage at a higher and constant level [16].

5.1.2 Design of Boost Regulator

The inductor and capacitor for the boost converter 
can be designed using the following equations: [17, 
18]
 

 
6. INVERTERS

An inverter is an electronic device for converting 
direct current (DC) to alternating current (AC). 
Alternating current is the standard form of electricity 
used in most home and business appliances, while 
direct current is commonly used in batteries 
and other types of energy storage systems. A 
multilevel inverter is an electronic device used 
to convert direct current to alternating current by 
synthesizing a nearly sinusoidal step signal. It is 
designed to overcome the limitations of traditional 
2-level inverters, which have limitations in output 
waveform quality, power loss and over-voltage of 
switching elements. The multilevel inverter uses a 
series of power solid state switches to produce a 
series of stepped voltage levels that approximate a 
sine wave. The number of voltage levels produced 
by the inverter determines the quality of the output 
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commonly used in batteries and other types of energy 
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device used to convert direct current to alternating 
current by synthesizing a nearly sinusoidal step signal. It 
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waveform, with more levels providing a better 
approximation of a sine wave. Multi-level inverters 
offer many advantages over traditional two-level 
inverters, such as: B. Reduced harmonic distortion, 
reduced EMI and improved power efficiency. They 
are typically used in high power applications such 
as grid-connected solar power systems, motor 
drives and industrial applications [19].

6.1   Multilevel Inverter Classification

Multi-level Inverters can be classified into the 
following categories:

• Neutral point clamped Inverters
• Cascade Multilevel Inverters
• Capacitor clamped Inverters

This paper focuses on a neutral point clamped 
inverter.

6.2    Neutral Point Clamped Inverter

Diode clamped multilevel inverter (DCMLI), also 
known as neutral point clamp multi-level inverter. 
To produce L-levels of phase voltages, the DC bus 
of the inverter contains (L-1) capacitors. For three 
level inverter, DC bus consists of two capacitors, 
C1, C2. The DC voltage on each capacitor is Vdc/2 
[4, 8]. 
No of capacitors L-1

No of switching devices 2(L-1)

Fig. 10. Output of single phase of NPC inverter

No of clamping devices (L-1)(L-2)

6.2.1  Principle of Operation

To achieve a waveform resembling a staircase 
output voltage, let us consider only one leg of the 
three-level inverter, as shown in Figure 9.
 
Table 1. Switching sequence for the one leg of NPC 
inverter
S1 S2 S1’ S2’ VRO
H H L L 0.5Vdc
L H H L 0
L L H H -0.5Vdc

                    
To get the waveform shown in Figure 10, the 

switching sequence given in Table 1 is used. Figure 
11 provides the circuit diagram for the full- bridge 
3L NPC inverter.

Figure 12 shows the line voltage waveform of 
the NPC inverter. The Line voltage of the 3L NPC-
MLI is obtained by taking, positive (+) voltage of 
one leg and negative (-) voltage other leg. For the 
above three-level inverter, the acquired line voltage 
is a 5-level step waveform. An L-level inverter gives 
k-levels of phase voltage and (2L-1) line voltage 
levels. The circuit diagrams shown in Figures 11 & 
12 provides the base for simulation of the system.

7. TRANSFORMER & FILTER DESIGN

7.1  Transformer Design

A transformer where the output voltage is shifted to 
a higher level than its input voltage is called a step-
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Fig. 9. Output of single phase of NPC inverter 

Fig. 10. One leg of typical NPC 
inverter 

Fig. 9. One leg of typical NPC inverter
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To get the waveform given in the Error! Reference 
source not found., the switching sequence given in the 
Error! Reference source not found. is used. Fig. 11 
provides the circuit diagram for the full- bridge 3L NPC 
inverter.   

 

 
Fig. 12 shows the line voltage waveform of the NPC 
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waveform. An L-level inverter gives k-levels of phase 
voltage and (2L-1) line voltage levels. The circuit 
diagrams shown in Figures 11 & 12 provides the base 
for simulation of the system. 

 
 
 

 
 
 
 
 

6. TRANSFORMER & FILTER DESIGN 

6.1 Transformer Design 

A transformer where the output voltage is shifted to a 
higher level than its input voltage is called a step-up 
transformer. In the step-up transformer amount of 
current reduces to maintain the input and output power 
of the same system. 

The “step up” or “step down” transformer is 
decided by the voltage ratios of primary to secondary 
wire turns or called the turn ratio. 
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑇𝑇𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑉𝑉𝑉𝑉𝑇𝑇𝑉𝑉𝑇𝑇 = 𝑁𝑁𝑇𝑇𝑉𝑉𝑁𝑁/𝑁𝑁𝑁𝑁𝑇𝑇𝑇𝑇 

𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑉𝑉𝑇𝑇𝑉𝑉 𝑉𝑉𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑉𝑉𝑉𝑉𝑇𝑇𝑉𝑉𝑇𝑇 = 𝑁𝑁𝑁𝑁𝑇𝑇𝑇𝑇/𝑁𝑁𝑇𝑇𝑉𝑉𝑁𝑁 

Here N represents the No. of turn in the transformer 
winding. 

The square root of a transformer's main to 
secondary inductance (L) ratio is called the transformer's 
transformation ratio. The working of the step-up 
transformer is given in Fig. 13. 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑉𝑉𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝑇𝑇𝑇𝑇𝑉𝑉𝑉𝑉𝑇𝑇𝑉𝑉𝑇𝑇 = √(𝐿𝐿𝑇𝑇𝑉𝑉𝑁𝑁/𝐿𝐿𝑁𝑁𝑇𝑇𝑇𝑇) 
6.2 Filter Design 

During the course of this work, LC filter was used & 
was designed using following equations: 

𝑇𝑇𝑁𝑁 < ( 1
10) 𝑇𝑇𝑇𝑇𝑓𝑓𝑇𝑇𝑉𝑉𝑁𝑁ℎ𝑇𝑇𝑉𝑉   (4) 

𝐶𝐶 = (1
2 ∗ 𝑆𝑆)/(2𝜋𝜋𝑉𝑉2)𝑇𝑇    (5) 

𝐿𝐿 < 0.2×𝑉𝑉𝑉𝑉𝑉𝑉
2𝜋𝜋𝜋𝜋𝜋𝜋        (6) 

7. RESULTS & DISCUSSION 
7.1 Simulation of Complete System 

Fig. 15 shows the simulation overview of the designed 
Photovoltaic system. As such, it reflects the simulation 
model of the designed system.  

Fig. 12. Line voltage of 3L NPC inverter 

Fig. 14. Working of step-up transformerFig. 11. Full bridge 3L NPC inverter 

Fig. 13. Output voltage of the system 

Fig. 10. Output of single phase of NPC inverter
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up transformer. In the step-up transformer amount 
of current reduces to maintain the input and output 
power of the same system.

The “step up” or “step down” transformer 
is decided by the voltage ratios of primary to 
secondary wire turns or called the turn ratio.

Voltage Transformation=Nsec/Npri
Current transformation =Npri/Nsec

Here N represents the No. of turn in the 
transformer winding.

The square root of a transformer’s main 
to secondary inductance (L) ratio is called the 
transformer’s transformation ratio. The working of 
the step-up transformer is given in Figure 13.
Voltage transformation=√((Lsec/Lpri))

7.2    Filter Design

During the course of this work, LC filter was used 
& was designed using following equations:
   

8. RESULTS & DISCUSSION

8.1  Simulation of Complete System

Figure 14 shows the simulation overview of the 
designed Photovoltaic system. As such, it reflects 
the simulation model of the designed system.

Fig. 11. Full bridge 3L NPC inverter

Design of Three Level NPC Inverter with FL-MPPT for PV Applications 

 7  
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6.1 Transformer Design 

A transformer where the output voltage is shifted to a 
higher level than its input voltage is called a step-up 
transformer. In the step-up transformer amount of 
current reduces to maintain the input and output power 
of the same system. 
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decided by the voltage ratios of primary to secondary 
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Here N represents the No. of turn in the transformer 
winding. 

The square root of a transformer's main to 
secondary inductance (L) ratio is called the transformer's 
transformation ratio. The working of the step-up 
transformer is given in Fig. 13. 
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6.2 Filter Design 

During the course of this work, LC filter was used & 
was designed using following equations: 

𝑇𝑇𝑁𝑁 < ( 1
10) 𝑇𝑇𝑇𝑇𝑓𝑓𝑇𝑇𝑉𝑉𝑁𝑁ℎ𝑇𝑇𝑉𝑉   (4) 

𝐶𝐶 = (1
2 ∗ 𝑆𝑆)/(2𝜋𝜋𝑉𝑉2)𝑇𝑇    (5) 

𝐿𝐿 < 0.2×𝑉𝑉𝑉𝑉𝑉𝑉
2𝜋𝜋𝜋𝜋𝜋𝜋        (6) 

7. RESULTS & DISCUSSION 
7.1 Simulation of Complete System 

Fig. 15 shows the simulation overview of the designed 
Photovoltaic system. As such, it reflects the simulation 
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Fig. 13. Output voltage of the system 
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is obtained by taking, positive (+) voltage of one leg and negative (-) voltage other leg. For the above 
three-level inverter, the acquired line voltage is a 5-level step waveform. An L-level inverter gives k-
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7. RESULTS & DISCUSSION 
7.1 Simulation of Complete System 

Fig. 4 shows the simulation overview of the designed Photovoltaic system. As such, it reflects the 
simulation model of the designed system.  

Fig. 1. Line voltage of 3L NPC inverter 

Fig. 13. Working of step-up transformer

Fig. 2. Output voltage of the system 
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The output voltage and the output current of the 

system are shown in Figures 15 & 16 respectively, 
while Figure 17 shows the THD analysis of the 
designed system. The results shown in these three 
figures indicate that the system represented in this 
research work performs better than the conventional 
MPPT techniques mentioned by Nedumgatt et al. 
[12].

8.2 Simulated Results of Fuzzy Logic based 
MPPT and Full Bridge NPC Inverter

Figures 18 through 21 present the output of the 
simulated systems. Figure 18 shows the simulation 
of the designed Fuzzy logic controller, while Figure 
19 shows the Simulink model of the inverter. 
Figure 20 & Figure 21 reflect the phase voltage 
& line voltage waveforms respectively. The 
aforementioned figures are simulated justifications 
for the Figure 11 & Figure 12.
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9. CONCLUSION

A novel FLC based MPPT for Solar PV systems 
with NPC-MLI has been investigated. From the 
THD analysis of the system, it is concluded that 
the FLC based MPPT has much lesser THD in the 
system. With this property, FLC possesses faster 
convergence than the Perturb & Observe (P&O) 
and other MPPT techniques. Due to all of the 
above-explained reasons, the FLC based MPPT 
stands out as a very competitive alternative for 
P&O. Nevertheless, further research work is needed 
under various circumstances, which were not taken 
into consideration during this work.  
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7.3 Simulation and result of Full Bridge NPC 
Inverter 

         Fig. 19. Simulation of full bridge NPC inverter 
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