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Abstract: Machine Learning (ML) is an advanced technology that empowers systems to acquire knowledge 
autonomously, eliminating the need for explicit programming. The fundamental objective of the machine learning 
paradigm is to equip computers with the ability to learn independently without human intervention. In the literature, 
categorization in data mining has received a lot of traction, with applications ranging from health to astronomy and 
finance to textual classification. The three learning methodologies in machine learning are supervised, unsupervised, 
and semi-supervised. Humans must give the appropriate input and output and offer feedback on the prediction accuracy 
throughout the training phase for supervised algorithms. Unsupervised learning methods differ from supervised 
learning methods because they do not require any training. However, supervised learning methods are more accessible 
to implement than unsupervised learning methods. This study looks at supervised learning algorithms commonly 
employed in data classification. The strategies are evaluated based on their objective, methodology, benefits, and 
drawbacks.  It is anticipated that readers will be able to understand the supervised machine learning techniques for 
data classification.
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1. INTRODUCTION

Machine learning (ML) is a broad term that 
encompasses computer science, statistics, 
probability, artificial intelligence, psychology, 
neuroscience, and various other fields [1, 2]. 
Problems may be solved using ML by simply 
creating a model that is a good representation of 
a given dataset. ML has enhanced the study of 
statistics by establishing fundamental computational 
statistical theories of learning processes [3]. It has 
also elevated the subject of statistics into a broad 
discipline by teaching computers to emulate the 
human brain. ML allows a system to learn and 
improve without being explicitly designed. ML 
algorithms are advantageous when explicitly 
coding for fast-speed performance is impractical. 
Sorting numbers is a significant task that involves 

providing a set of numbers as input and obtaining a 
sorted list as the output. We know input values and 
the appropriate algorithm to achieve the desired 
outcome [4]. However, specific tasks, like email 
filtering to differentiate between legitimate and 
spam messages, can be perplexing. Although we 
comprehend the required input and anticipated true 
or false output, the precise instructions guiding the 
programmer in executing these tasks are yet to be 
determined [5]. In unusual instances when there is 
no precise technique to accomplish success, we rely 
on data and direct the computer to evaluate and make 
intelligent sense of the data. Consider computer 
software that learns to identify and forecast cancer 
based on medical research reports from a patient. 
Your performance will improve as you experience 
interpreting medical research papers from a 
more comprehensive patient group [6]. Correct 



predictions and cancer case detections will be 
counted and evaluated by an experienced oncologist 
to determine your performance. ML is used in 
various fields, including robotics, natural language 
processing, computer games, pattern recognition, 
etc. [7]. ML methods involve training models on a 
dataset to learn patterns and subsequently applying 
these models to a separate test dataset for tasks such 
as classification or prediction. Figure 1 depicts the 
process of supervised ML algorithms. 

1.1 ML Algorithm Categories

Supervised learning algorithms, supporting vector 
machines, decision trees, probabilistic summaries, 
algebraic functions, and other methods can be used 
to describe classifiers. Classification is one of the 
most researched models and possibly relevant 
in practice, alongside regression and probability 
estimation. Advances in this category have 
enormous potential advantages since the approach 
greatly influences other fields, both inside data 
mining and its applications [8]. 

Unsupervised learning algorithms [9], on the other 
hand, have no categories. The primary goal of 
unsupervised learning is to build grading labels 
automatically. These algorithms seek patterns in 
the data to see whether they can be categorized 
and grouped. These groupings represent the whole 
family of clustered ML approaches, referred to 
as clusters. The machine does not know how the 
collections are organized in this unsupervised 
categorization (cluster analysis). We have a better 
chance of surprising ourselves if we use cluster 
analysis. As a result, cluster analysis is a promising 
method for delving into the correlations between 
various variables. Figure 2 shows the categories of 
ML algorithms.

This article depicts many types of supervised 
ML algorithms and how they may be used to 
make more efficient judgments and complete tasks 
more efficiently. This article will demonstrate how 
different algorithms provide the machine with a 
varied learning experience and how the machine 
adopts other things from the environment before 
making a choice and doing specialized jobs.

2. SUPERVISED LEARNING

In a fundamental machine learning model, the 
learning process comprises two distinct phases: 
training and testing. During the training phase, 
the training data samples serve as inputs for the 
learning algorithm or learner, allowing it to acquire 
knowledge and construct the learning model [10]. 
Subsequently, in the testing phase, the learning 
model utilizes an execution engine to generate 

Fig. 1. Supervised Learning Workflow
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test or production data predictions. The output 
of the learning model consists of labeled data, 
which provides the final forecasts or categorized 
information. Supervised learning is the most 
commonly employed approach in classification 
problems, as it aims to create a classification system 
based on the constructed machine learning model.
In supervised learning, the input probabilities, 
such as inputs with known predicted results, are 
typically unspecified [11]. This process yields a 
dataset comprising labeled data and corresponding 
features. The primary objective is to develop an 
estimator that can determine an item’s label based 
on a set of characteristics. The learning algorithm 
is supplied with inputs consisting of feature sets 
and their respective desired outputs. The algorithm 
learns from errors by comparing its actual output 
to the correct outputs and adjusts the model 
accordingly. However, if input values are missing, 
no reliable conclusions can be drawn about the 
outputs. Supervised learning is widely employed in 
training neural networks and decision trees, which 
rely on labeled data for default categorization [12]. 
This learning approach is also utilized in programs 
that predict probable occurrences of functions based 
on historical data. Its practical applications are vast, 
including tasks such as inferring the species of an 

iris flower based on measurements. As mentioned 
earlier, supervised learning tasks can be categorized 
into classification and regression. While regression 
deals with continuous labels, classification involves 
discrete labels [13].

The approach described in Figure 3 distinguishes 
between the observed data X, which serves as the 
training data, and the structured data presented to 
the model during the training phase. The objective 
of the supervised learning algorithm is to create 
a prediction model through this process. Once 
trained, the fitted model will attempt to predict the 
most likely labels for a new set of samples X in the 
test set. Based on the nature of the objective and the 
type of labels involved, supervised learning can be 
categorized as follows:

 ● Classification: Classification is termed as 
such when the objective is to predict the value 
of y from a predetermined set of classes. The 
prediction model is trained to assign the most 
appropriate class label to each input sample.

 ● Regression: The challenge lies in predicting 
the value y when it consists of floating-point 
values. The prediction model is designed to 
estimate continuous numerical values rather 
than discrete classes.

These two categories, classification, and regression, 
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capture the primary objectives of supervised 
learning, depending on the predicted label type.

3. REVIEW ON ML SUPERVISED 
ALGORITHM 

We undertake a thorough analysis of the literature on 
supervised learning methodologies and algorithms 
[14-16], performance measures used in supervised 
learning, and the benefits and drawbacks of eight 
supervised learning research in this paper, as sown 
in Figure 4. This research will help academics go 
in a new direction by identifying new research 
areas and filling a research vacuum in supervised 
learning.

3.1 Bayesian Network

The non-dependence on functions of the BN 
classifier is a crucial property. Another factor to 
consider is that all operations are interdependent. 
Returns the BN model as a directed acyclic graph 
with random variables and conditional dependencies 
as nodes and edges. It is assumed to be a complete 
model for the variable and its connection. As a 
result, a total joint probability distribution (JPD) is 
defined for all variables in a model, as shown in 
Figure 5 [17].

3.1.1 Advantages 

In Bayesian learning, a priori probability 

distribution is initially selected and subsequently 
updated to generate a posteriori distribution. As 
additional observations become available, the a 
posteriori distribution can be utilized as a new 
priori distribution for further updates. The Bayesian 
network can deal with incomplete datasets. The 
strategy can prevent data from being over-fitted. It is 
not essential to eliminate the data’s inconsistencies 
[18].

3.1.2 Disadvantage 

The following are some of the drawbacks of 
Bayesian learning: preselection is a challenging 
task. The anterior distribution might have an 
important influence on the posterior distribution. If 
the preceding option is wrong, the forecasts will be 
erroneous. It has the potential to be computationally 
demanding. Text extraction is not suggested since 
the BN classifier is computationally demanding 
[19].

3.1.3 Applications

Bayesian learning may be utilized in various areas, 
including medical diagnosis and disaster victim 
identification.

3.2 Naive Bayes

Naïve Bayes (NB) classification [20] is a supervised 
learning method that shares similarities with the 
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statistical approach to classification. It is based on a 
fundamental probabilistic model, which allows for 
representing uncertainty in the model by computing 
outcome probabilities. The primary objective of 
Bayesian classification is to address prediction tasks, 
and it incorporates observed data while employing 
effective learning techniques. One of the advantages 
of Bayesian classification is that it can facilitate 
the understanding and evaluation of learning 
algorithms [21]. The graphical representation and 
primary usage of the NB classifier can be seen in 
Figure 6. By calculating explicit probabilities for 
the assumptions and utilizing incoming data to 
refine the model, the NB classification approach 
aims to make accurate predictions.

In the context of a two-valued generic probability 
distribution, without sacrificing generality, we can 
derive the following equation using Bayes’ rule:

                  (1)

If another variable of class c is present, we get the 
following equation:

     (2)

When we extend the scenario to include two 
variables and assume conditional independence for 
a collection of variables Y1, . . ., Yn that depends 
on another variable c, we obtain the following 
equation:

                   (3)

3.2.1 Advantages 

Naive Bayes (NB) offers several benefits, including 
its straightforward implementation, efficient 
performance, and ability to achieve reliable 

results with smaller training datasets. The growth 
of predictors and data points remains linear, 
scaling appropriately with their numbers. NB is 
versatile, accommodating binary and multi-class 
classification tasks while generating probabilistic 
predictions. Furthermore, it handles many data 
types, encompassing continuous and discrete 
variables [22].

3.2.2 Disadvantages 

The drawbacks of Naive Bayes include its 
inherent simplicity, which makes it prone to being 
outperformed by more complex and accurately 
fitted models. Directly using Naive Bayes 
becomes challenging when dealing with features 
like continuous variables (e.g., time). Although 
approximations like creating “cubes” for continuous 
variables are possible, they are not entirely accurate. 
Moreover, the absence of an online Naive Bayes 
variant necessitates saving all data for retraining, 
which can be impractical. The scalability of Naive 
Bayes is limited, especially when the number 
of classes is substantial, exceeding 100,000. In 
such cases, resizing becomes problematic. Even 
for predictions, alternatives like Support Vector 
Machines (SVM) or basic logistic regression tend 
to consume more runtime RAM. Additionally, 
computations can be time-consuming, particularly 
for models with many variables. [23]. 

3.2.3 Applications

Naive Bayes may be used in seed classifications, 
tumor classification, and stock exchange 
predictions.
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outcome probabilities. The primary objective of 
Bayesian classification is to address prediction tasks, 
and it incorporates observed data while employing 
effective learning techniques. One of the advantages of 
Bayesian classification is that it can facilitate the 
understanding and evaluation of learning algorithms 
[21]. The graphical representation and primary usage of 
the NB classifier can be seen in Figure 6. By calculating 
explicit probabilities for the assumptions and utilizing 
incoming data to refine the model, the NB classification 
approach aims to make accurate predictions. 

 

Fig. 6. Visualization and Workflow of a Naive Bayes 

Algorithm 

In the context of a two-valued generic probability 
distribution, without sacrificing generality, we can 
derive the following equation using Bayes' rule: 

𝑃𝑃(𝑦𝑦1, 𝑦𝑦2) = 𝑃𝑃(𝑦𝑦1 ∣ 𝑦𝑦2)𝑃𝑃(𝑦𝑦2)                  (1) 

If another variable of class c is present, we get the 
following equation: 

𝑃𝑃 (𝑦𝑦1 | 𝑦𝑦2 | 𝑐𝑐)  =  𝑃𝑃 (𝑦𝑦1 | 𝑦𝑦2, 𝑐𝑐) (𝑦𝑦2 | 𝑐𝑐) 𝑃𝑃      (2) 

When we extend the scenario to include two 
variables and assume conditional independence for a 
collection of variables Y1, . . ., Yn that depends on 
another variable c, we obtain the following equation: 

𝑃𝑃(𝑦𝑦 ∣ 𝑐𝑐) = ∏  𝑁𝑁
𝑖𝑖=𝑖𝑖 𝑃𝑃(𝑦𝑦𝑖𝑖 ∣ 𝑐𝑐)                   (3) 

3.2.1 Advantages  

Naive Bayes (NB) offers several benefits, including its 
straightforward implementation, efficient performance, 
and ability to achieve reliable results with smaller 
training datasets. The growth of predictors and data 
points remains linear, scaling appropriately with their 
numbers. NB is versatile, accommodating binary and 
multi-class classification tasks while generating 
probabilistic predictions. Furthermore, it handles many 
data types, encompassing continuous and discrete 
variables [22]. 

3.2.2 Disadvantages  

The drawbacks of Naive Bayes include its inherent 
simplicity, which makes it prone to being outperformed 
by more complex and accurately fitted models. Directly 
using Naive Bayes becomes challenging when dealing 
with features like continuous variables (e.g., time). 
Although approximations like creating "cubes" for 
continuous variables are possible, they are not entirely 
accurate. Moreover, the absence of an online Naive 
Bayes variant necessitates saving all data for retraining, 
which can be impractical. The scalability of Naive Bayes 
is limited, especially when the number of classes is 
substantial, exceeding 100,000. In such cases, resizing 
becomes problematic. Even for predictions, alternatives 
like Support Vector Machines (SVM) or basic logistic 

A Supervised Machine Learning Algorithms: Applications, Challenges, And Recommendations 
 

3.1.2 Disadvantage  

The following are some of the drawbacks of Bayesian 
learning: preselection is a challenging task. The anterior 
distribution might have an important influence on the 
posterior distribution. If the preceding option is wrong, 
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3.2.1 Advantages  

Naive Bayes (NB) offers several benefits, including its 
straightforward implementation, efficient performance, 
and ability to achieve reliable results with smaller 
training datasets. The growth of predictors and data 
points remains linear, scaling appropriately with their 
numbers. NB is versatile, accommodating binary and 
multi-class classification tasks while generating 
probabilistic predictions. Furthermore, it handles many 
data types, encompassing continuous and discrete 
variables [22]. 

3.2.2 Disadvantages  

The drawbacks of Naive Bayes include its inherent 
simplicity, which makes it prone to being outperformed 
by more complex and accurately fitted models. Directly 
using Naive Bayes becomes challenging when dealing 
with features like continuous variables (e.g., time). 
Although approximations like creating "cubes" for 
continuous variables are possible, they are not entirely 
accurate. Moreover, the absence of an online Naive 
Bayes variant necessitates saving all data for retraining, 
which can be impractical. The scalability of Naive Bayes 
is limited, especially when the number of classes is 
substantial, exceeding 100,000. In such cases, resizing 
becomes problematic. Even for predictions, alternatives 
like Support Vector Machines (SVM) or basic logistic 
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3.3 Support Vector Machine (SVM)

The Supporting Vector Machines (SVM) is a 
sort of algorithm that can solve classification and 
regression issues. The hyper-plane, which serves 
as the decision boundary, must be defined in this 
technique. When a collection of components from 
distinct classes has to be separated, judgments 
must be made. Whether or not items can be divided 
linearly, complicated mathematical functions 
known as kernels are necessary to separate objects 
from distinct classes, as shown in Figure 7. SVM is 
used to properly categorize things using examples 
from the training dataset [24].

3.3.1 Advantages 

SVM offer several advantages. They are adept at 
handling both structured and semi-structured data, 
particularly when a suitable kernel function can be 
determined. It is scalable with massive datasets and 
does not get trapped in local optimality.

3.3.2 Disadvantage 

The following are some of SVM’s drawbacks: 
with a vast data collection, its performance suffers 
because of the bigger training time. The proper 
kernel function will not be easy to find. The SVM 
does not perform well on noisy datasets. SVM does 
not offer probability estimates. The final SVM 
model is hard to understand.

3.3.3 Applications

The final SVM model is challenging to comprehend. 
Cancer diagnosis, credit card fraud finding, 
handwriting recognition, face recognition, and 
text categorization are all support vector machine 
applications.

3.4 Decision Tree

A decision tree serves as a recursive partitioning of 
the instance space, functioning as a classifier [25]. It 
comprises various nodes, with the root node being 
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regression tend to consume more runtime RAM. 
Additionally, computations can be time-consuming, 
particularly for models with many variables. [23].  

 

3.2.3 Applications 

Naive Bayes may be used in seed classifications, tumor 
classification, and stock exchange predictions. 

3.3 Support Vector Machine (SVM) 

The Supporting Vector Machines (SVM) is a sort of 
algorithm that can solve classification and regression 
issues. The hyper-plane, which serves as the decision 
boundary, must be defined in this technique. When a 
collection of components from distinct classes has to be 
separated, judgments must be made. Whether or not 
items can be divided linearly, complicated mathematical 
functions known as kernels are necessary to separate 
objects from distinct classes, as shown in Figure 7. SVM 
is used to properly categorize things using examples 
from the training dataset [24]. 

 
Fig. 7. Visualization and Workflow of a Support 

Vector Machine 

3.3.1 Advantages  

SVM offer several advantages. They are adept at 
handling both structured and semi-structured data, 
particularly when a suitable kernel function can be 
determined. It is scalable with massive datasets and does 
not get trapped in local optimality. 

 

 

 

3.3.2 Disadvantage  

The following are some of SVM's drawbacks: with a 
vast data collection, its performance suffers because of 
the bigger training time. The proper kernel function will 
not be easy to find. The SVM does not perform well on 
noisy datasets. SVM does not offer probability 
estimates. The final SVM model is hard to understand. 

3.3.3 Applications 

The final SVM model is challenging to comprehend. 
Cancer diagnosis, credit card fraud finding, handwriting 
recognition, face recognition, and text categorization are 
all support vector machine applications. 

3.4 Decision Tree 

A decision tree serves as a recursive partitioning of the 
instance space, functioning as a classifier [25]. It 
comprises various nodes, with the root node being the 
primary node and the remaining nodes forming the tree 
structure. Internal or test nodes possess outgoing 
branches, while leaves represent terminal nodes. In a 
decision tree, each test node divides the instance space 
into multiple subspaces based on discrete functions of 
the input values. Typically, a single attribute is 
considered in each test, leading to the division of the 
instance space according to attribute values. For 
numerical properties, ranges are used as criteria. Each 
leaf node is assigned to the class with the highest 
objective value, and the likelihood of a specific target 
property value can be represented through a probability 
vector. Based on the test results, instances are 
categorized along the path from the root to the leaf node. 
The practical utility of decision trees is demonstrated in 
Figure 8, where each node is labeled with the checked 
attribute, and the corresponding attribute values are 
marked on the branches. By employing this classifier, 
analysts can predict the responses of elite prospects and 
analyze the behavioral characteristics of the entire 
prospect population [26].  

Mathematically, decision trees can be understood as 
collections of hyperplanes orthogonal to the axes, 
particularly in the case of numeric attributes. Decision-

Fig. 7. Visualization and Workflow of a Support Vector 
Machine
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makers often prefer less complex decision trees as they 
are perceived to be more comprehensive. 

 
Fig. 8. Visualization and Workflow of a Decision Tree Algorithm 

3.4.1 Advantages  

Here are some advantages of using a Decision Tree: 

• Suitable for Classification and Regression: 
Decision Trees are well-suited for classification and 
regression problems. They can effectively handle 
tasks that require predicting categorical outcomes or 
estimating numerical values. 

• Interpretability: Decision Trees offer a 
straightforward and intuitive interpretation. The tree 
structure allows for clear visibility into the decision-
making process, making it easier to understand and 
explain the reasoning behind predictions. 

• Handling Categorical and Quantitative Values: 
Decision Trees can handle categorical and 
quantitative input variables. They can accommodate 
various data types without extensive data 
preprocessing or feature engineering. 

• Efficient Performance: Decision Trees often 
demonstrate good performance due to the efficiency 
of the tree traversal technique. Navigating through 
the tree to make predictions is computationally 
efficient, enabling quick decision-making for new 
instances. 

Additionally, when it comes to addressing the 
overfitting problem, Decision Trees can benefit from 
ensemble modeling techniques. Random Forest, in 
particular, is a popular solution that utilizes multiple 
Decision Trees to mitigate overfitting issues [27]. 

3.4.2 Disadvantages  

The decision tree has the drawbacks of being 
unbalanced, hard to regulate the scope of the tree, prone 
to sampling mistakes, and providing a locally optimum 
answer rather than an overall optimal result [28].  

3.4.3 Applications 

Decision trees may be utilized in various applications, 
including forecasting future library book usage. 

3.5 OneR 

"A One-R rule" is a ranking method that generates a 
unique rule for each of the predictors in the data before 
selecting the "unique rule" with the fewest overall error. 
It's a straightforward and accurate algorithm. Create a 
frequency table for each predictor against their 
objectives to develop a rule for the estimator. OneR is 
virtually as accurate as state-of-the-art classification 
algorithms and is simple to understand [29]. 

Fig. 8. Visualization and Workflow of a Decision Tree Algorithm
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the primary node and the remaining nodes forming 
the tree structure. Internal or test nodes possess 
outgoing branches, while leaves represent terminal 
nodes. In a decision tree, each test node divides the 
instance space into multiple subspaces based on 
discrete functions of the input values. Typically, a 
single attribute is considered in each test, leading 
to the division of the instance space according to 
attribute values. For numerical properties, ranges 
are used as criteria. Each leaf node is assigned to 
the class with the highest objective value, and the 
likelihood of a specific target property value can be 
represented through a probability vector. Based on 
the test results, instances are categorized along the 
path from the root to the leaf node. The practical 
utility of decision trees is demonstrated in Figure 
8, where each node is labeled with the checked 
attribute, and the corresponding attribute values 
are marked on the branches. By employing this 
classifier, analysts can predict the responses of elite 
prospects and analyze the behavioral characteristics 
of the entire prospect population [26]. 

Mathematically, decision trees can be 
understood as collections of hyperplanes 
orthogonal to the axes, particularly in the case of 
numeric attributes. Decision-makers often prefer 
less complex decision trees as they are perceived to 
be more comprehensive.

3.4.1 Advantages 

Here are some advantages of using a Decision Tree:
 ● Suitable for Classification and Regression: 

Decision Trees are well-suited for classification 
and regression problems. They can effectively 
handle tasks that require predicting categorical 
outcomes or estimating numerical values.

 ● Interpretability: Decision Trees offer a 
straightforward and intuitive interpretation. 
The tree structure allows for clear visibility into 
the decision-making process, making it easier 
to understand and explain the reasoning behind 
predictions.

 ● Handling Categorical and Quantitative 
Values: Decision Trees can handle categorical 
and quantitative input variables. They can 
accommodate various data types without 
extensive data preprocessing or feature 
engineering.

 ● Efficient Performance: Decision Trees often 
demonstrate good performance due to the 

efficiency of the tree traversal technique. 
Navigating through the tree to make predictions 
is computationally efficient, enabling quick 
decision-making for new instances.

Additionally, when it comes to addressing the 
overfitting problem, Decision Trees can benefit from 
ensemble modeling techniques. Random Forest, in 
particular, is a popular solution that utilizes multiple 
Decision Trees to mitigate overfitting issues [27].

3.4.2 Disadvantages 

The decision tree has the drawbacks of being 
unbalanced, hard to regulate the scope of the tree, 
prone to sampling mistakes, and providing a locally 
optimum answer rather than an overall optimal 
result [28]. 

3.4.3 Applications

Decision trees may be utilized in various 
applications, including forecasting future library 
book usage.

3.5 OneR

“A One-R rule” is a ranking method that generates 
a unique rule for each of the predictors in the data 
before selecting the “unique rule” with the fewest 
overall error. It’s a straightforward and accurate 
algorithm. Create a frequency table for each 
predictor against their objectives to develop a rule 
for the estimator. OneR is virtually as accurate as 
state-of-the-art classification algorithms and is 
simple to understand [29].

 ● The One-R algorithm counts the frequency of 
each target value first (class). 

 ● Choose the category more frequently. 
 ● The predictor is assigned to that class by the 

rule. 
 ● The total inaccuracy of the regulations for each 

estimator is then calculated. 
 ● Choose the estimate with the minor gross error.

3.5.1 Advantages
 
High performance on non-linear problems, not 
affected by outliers, and not overfitting sensitive. 
Effective, unaffected by outliers, work on non-
linear problems and takes a probabilistic approach 
[30].

 A Supervised Machine Learning Algorithms: Applications, Challenges, And Recommendations 7



3.5.2 Disadvantage 

The assessment tables (Gain, Lift, K-S, and ROC) 
are not applicable because OneR does not provide a 
score or probability [30].

2.5.3 Applications

OneR, known for its simplicity and interpretability, 
is versatile in educational contexts, teaching 
fundamental ML concepts and serving as a 
foundational model for complex classification 
tasks.

3.6 ZeroR

It is one of the most basic classification approaches 
since it is goal-oriented and ignores all predictors. 
In basic terms, the “zero rule” categorization 
technique asks you to predict which class has the 
most members. The “zero rule” can be used to 
analyze the performance of a benchmark as the 
baseline for specific different ranking techniques, 
albeit it is not predictive. The Zero-R technique is 
straightforward: construct a table of frequencies 
and select the most frequent value [31].

3.6.1 Advantages 

ZeroR is the most straightforward goal-based 
classification algorithm that ignores all predictors. 
The majority category is anticipated by the ZeroR 
classifier (class) even though ZeroR has no 
predictive power [31].

3.6.2 Disadvantage 

The assessment tables (Gain, Lift, K-S, and ROC) 
are not applicable because ZeroR does not provide 
a score or probability.

3.6.3 Applications

It helps to establish a benchmark’s performance for 
other ranking systems.

3.7 K Nearest Neighbor

The K Nearest Neighbor (KNN) technique is used 
to classify data. The method attempts to classify 
the supplied sample data point as a classification 
problem utilizing a database with data points sorted 
into multiple groups, as shown in Figure 9. Because 
KNN assumes no underlying data distribution, it is 
called non-parametric [32].

3.7.1 Advantages 

Here are several benefits of the KNN algorithm: 
it offers a straightforward approach that is easy 
to implement. Constructing the model is cost-
effective. KNN is a highly flexible classification 
system that performs well with multimodal classes. 
It can handle various class labels within the records. 
While its error rate can be double that of Bayesian 
error, KNN is often considered the most effective 
method. In predicting protein function based on 
the expression profile, KNN has been found to 
outperform SVM. [33].  Review Article 
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Fig. 9. Visualization and Workflow of a K Nearest Neighbor 

 

 

3.7.1 Advantages  

Here are several benefits of the KNN algorithm: it offers 
a straightforward approach that is easy to implement. 
Constructing the model is cost-effective. KNN is a 
highly flexible classification system that performs well 
with multimodal classes. It can handle various class 
labels within the records. While its error rate can be 
double that of Bayesian error, KNN is often considered 
the most effective method. In predicting protein function 
based on the expression profile, KNN has been found to 
outperform SVM. [33]. 

3.7.2 Disadvantage  

The following are some of KNN's drawbacks: the cost 
of classifying unknown records is relatively high. 
Calculation of the nearest k-neighbor distance is 
required. The method becomes more computationally 
costly as the training set size grows. Accuracy will suffer 
as a result of noisy or irrelevant attributes. It is worth 
noting that KNN can be computationally expensive, 
particularly for large datasets. Despite these drawbacks, 
KNN is a method that preserves all training data and 
makes no assumptions about it. This characteristic 
allows it to handle enormous datasets, albeit with the 
trade-off of potentially costly computations. 

 

3.7.3 Applications 

The precision of the areas will be reduced as the data 
becomes more dimensional. KNN has applications in 
recommendation systems, medical analysis of different 
diseases with similar symptoms, credit rating based on 
resemblance of traits, and handwriting recognition [33]. 

3.8 Logistic Regression 

It's a tried-and-true method of resolving binary 
classification issues. The likelihood that a result has just 
two values is predicted using logistic regression. The 
logistic function, an S-shaped curve that takes any 
number with an accurate weight and transfers it to a 
value between 0 and 1, but never precisely between 0 
and 1, is at the heart of logistic regression. [34]. 

The logistic regression utilizes data to fit a logistic 
function and calculate the probability that an event will 
occur [35]. Logistic regression uses several predictive 
variables, some of which may be numerical or 
categorical, like many other forms of regression 
analysis. As stated by the logistic regression hypothesis: 

𝑔𝑔(𝑦𝑦) = 𝑔𝑔(𝜃𝜃𝑇𝑇𝑦𝑦)               (4) 

where g is a sigmoid function defined as follows:  

𝑔𝑔(𝑥𝑥) = 1
1+𝑒𝑒−𝑥𝑥                            (5) 

Fig. 9. Visualization and Workflow of a K Nearest Neighbor
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3.7.2 Disadvantage 

The following are some of KNN’s drawbacks: the 
cost of classifying unknown records is relatively 
high. Calculation of the nearest k-neighbor 
distance is required. The method becomes more 
computationally costly as the training set size 
grows. Accuracy will suffer as a result of noisy or 
irrelevant attributes. It is worth noting that KNN 
can be computationally expensive, particularly for 
large datasets. Despite these drawbacks, KNN is a 
method that preserves all training data and makes 
no assumptions about it. This characteristic allows 
it to handle enormous datasets, albeit with the trade-
off of potentially costly computations.

3.7.3 Applications

The precision of the areas will be reduced as the data 
becomes more dimensional. KNN has applications 
in recommendation systems, medical analysis 
of different diseases with similar symptoms, 
credit rating based on resemblance of traits, and 
handwriting recognition [33].

3.8 Logistic Regression

It’s a tried-and-true method of resolving binary 
classification issues. The likelihood that a result 
has just two values is predicted using logistic 
regression. The logistic function, an S-shaped curve 
that takes any number with an accurate weight and 
transfers it to a value between 0 and 1, but never 
precisely between 0 and 1, is at the heart of logistic 
regression. [34].

The logistic regression utilizes data to fit a 
logistic function and calculate the probability that 
an event will occur [35]. Logistic regression uses 
several predictive variables, some of which may 
be numerical or categorical, like many other forms 
of regression analysis. As stated by the logistic 
regression hypothesis:

               (4)

where g is a sigmoid function defined as follows: 

                           (5)

As shown in Figure 10, the sigmoid function has 

specific features that result in the range [0.1] values. 
The logistic regression cost function is as follows:

     (6)

3.8.1 Advantages 

Implementation ease, computational efficiency, 
training efficiency, and regularization ease are only 
a few of the benefits of logistic regression. There is 
no need to scale the input functions. This strategy 
is mainly utilized in the industry to address large-
scale difficulties. Because the logistic regression 
output is a probability score, using it to solve a 
business problem necessitates the creation of unique 
performance indicators to obtain a breakpoint that 
can be used to prioritize the objective. Furthermore, 
modest data noise and multicollinearity have little 
effect on logistic regression [36]. 

3.8.2 Disadvantage 

The following are some of the drawbacks of logistic 
regression: because its decision surface is linear 
and vulnerable to over-fitting, it cannot address 
nonlinear issues. It will not operate successfully 
until all independent variables are known. 

3.8.3 Applications

Practical uses of Logistic Regression include 
predicting the risk of acquiring the disease and 
diagnosing cancer.

4. COMPARATIVE ANALYSIS 

We present a comparison of the most popular 
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logistic function, an S-shaped curve that takes any 
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value between 0 and 1, but never precisely between 0 
and 1, is at the heart of logistic regression. [34]. 

The logistic regression utilizes data to fit a logistic 
function and calculate the probability that an event will 
occur [35]. Logistic regression uses several predictive 
variables, some of which may be numerical or 
categorical, like many other forms of regression 
analysis. As stated by the logistic regression hypothesis: 
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The logistic regression utilizes data to fit a logistic 
function and calculate the probability that an event will 
occur [35]. Logistic regression uses several predictive 
variables, some of which may be numerical or 
categorical, like many other forms of regression 
analysis. As stated by the logistic regression hypothesis: 

𝑔𝑔(𝑦𝑦) = 𝑔𝑔(𝜃𝜃𝑇𝑇𝑦𝑦)               (4) 

where g is a sigmoid function defined as follows:  

𝑔𝑔(𝑥𝑥) = 1
1+𝑒𝑒−𝑥𝑥                            (5) 

Ali et al 

10 
 

As shown in Figure 10, the sigmoid function has 
specific features that result in the range [0.1] values. The 
logistic regression cost function is as follows: 

𝐽𝐽(𝜃𝜃) = 1
𝑚𝑚

∑  𝑚𝑚
𝑖𝑖=1 [−𝑧𝑧(𝑖𝑖)log (𝑔𝑔𝜃𝜃(𝑦𝑦(𝑖𝑖))) − (1 − 𝑧𝑧(𝑖𝑖))log (1 − 𝑔𝑔𝜃𝜃(𝑦𝑦(𝑖𝑖)))]     (6) 

 
Fig. 10. The logistic function as a visual depiction 

3.8.1 Advantages  

Implementation ease, computational efficiency, training 
efficiency, and regularization ease are only a few of the 
benefits of logistic regression. There is no need to scale 
the input functions. This strategy is mainly utilized in the 
industry to address large-scale difficulties. Because the 

logistic regression output is a probability score, using it 
to solve a business problem necessitates the creation of 
unique performance indicators to obtain a breakpoint 
that can be used to prioritize the objective. Furthermore, 
modest data noise and multicollinearity have little effect 
on logistic regression [36].  

3.8.2 Disadvantage  

The following are some of the drawbacks of logistic 
regression: because its decision surface is linear and 
vulnerable to over-fitting, it cannot address nonlinear 
issues. It will not operate successfully until all 
independent variables are known.  

3.8.3 Applications 

Practical uses of Logistic Regression include predicting 
the risk of acquiring the disease and diagnosing cancer. 

 

4. COMPARATIVELY ANALYSIS  

We present a comparison of the most popular supervised 
classification algorithms. Several strategies have been 
created, some of which have been addressed in earlier 
sections. Based on available facts and theoretical studies, 
Table 1 compares various regularly used supervised 
algorithms. This comparison demonstrates that no single 
learning algorithm beats the others.

 

Table 1: A Comparison of Eigth Commonly Used Supervised Classification Algorithms 

 Naive 
Bayes 

Decision 
Tree 

Logistic 
Regression 

Support 
Vector 

Machine 

K Nearest 
Neighbor 

Bayesian 
Network 

OneR ZeroR 

Accuracy in 
General  

Satisfactory  Good Good Superb Good Excellent Good Good 

Speed of Learning  Superb Excellent  Satisfactory Satisfactory Superb Superb Excellent Satisfactory 

Speed of 
Classification  

Superb Superb Good Superb Satisfactory Superb Superb Good 

Tolerance to 
Missing Values  

Superb Excellent Superb Good Satisfactory Excellent Good Good 

Tolerance to 
Irrelevant 
Attributes  

Good Excellent Good Superb Good Good Excellent Excellent 
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Table 1: A Comparison of Eigth Commonly Used Supervised Classification Algorithms
Naive Bayes Decision 

Tree
Logistic 

Regression
Support Vector 

Machine
K Nearest 
Neighbor

Bayesian 
Network OneR ZeroR

Accuracy in 
General 

Satisfactory Good Good Superb Good Excellent Good Good

Speed of 
Learning 

Superb Excellent Satisfactory Satisfactory Superb Superb Excellent Satisfactory

Speed of 
Classification 

Superb Superb Good Superb Satisfactory Superb Superb Good

Tolerance to 
Missing Values 

Superb Excellent Superb Good Satisfactory Excellent Good Good

Tolerance to 
Irrelevant 
Attributes 

Good Excellent Good Superb Good Good Excellent Excellent

Tolerance to 
Redundant 
Attributes 

Satisfactory Good Excellent Excellent Good Good Satisfactory Satisfactory

Tolerance 
to Highly 
Interdependent 
Attributes 

Satisfactory Good Excellent Excellent Satisfactory Good Good Satisfactory

Tolerance to 
Noise 

Excellent Good Satisfactory Good Satisfactory Good Satisfactory Good

Dealing with 
Danger of 
Overfitting 

Excellent Good Superb Good Excellent Superb Satisfactory Satisfactory

Attempts for 
Incremental 
Learning 

Superb Good Superb Good Superb Good Good Satisfactory

Transparency 
of Knowledge/ 
Classification 

Superb Superb Good Satisfactory Good Superb Satisfactory Good

Support 
Multiclassi-
fication 

Naturally 
Extended 

Superb Good Binary Classifier Superb Excellent Good Satisfactory

supervised classification algorithms. Several 
strategies have been created, some of which 
have been addressed in earlier sections. Based 
on available facts and theoretical studies, Table 
1 compares various regularly used supervised 
algorithms. This comparison demonstrates that no 
single learning algorithm beats the others.
 
5. CONCLUSIONS

This article aimed to look at some of the most 
often used supervised machine learning methods 
for regression, classification, and clustering. The 

benefits and drawbacks of various algorithms were 
highlighted, as in terms of performance, learning 
speed, and other factors, several algorithms are 
compared (where possible). In addition, examples 
of how these algorithms may be used in the real 
world were addressed. Machine learning approach 
such as supervised learning was considered. It is 
hoped that by recognizing the various machine 
learning algorithm possibilities, subsequently, in 
the precise troubleshooting situation, selecting the 
appropriate machine learning algorithm, the readers 
would be able to make an educated decision.
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